Automatic depression screening using social interaction data on smartphones
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ABSTRACT

Depression is a serious and prevalent mental illness. The ubiquitous adoption of smartphones have enabled new opportunities for depression screening. Recently studies have used physical location and activity information automatically collected on smartphones for depression prediction. Social interactions also play a vital role in the overall health and well-being of individuals. In this work, we explore the feasibility of using social interaction data, specifically SMS and phone call logs, collected on smartphones for predicting depression. We extract a comprehensive set of features from such data. In addition, we construct a family of machine learning models by using these features for depression prediction. Using the social interaction data collected via an Android phone app from college-age students, we compare the characteristics of SMS and phone call usage patterns between depressed and non-depressed participants. We find that they exhibit more distinguishing behaviors in outgoing SMS messages and phone calls, which are initiated by the users, than incoming SMS messages and phone calls. Our results also demonstrate that social interaction data can be used to predict depression effectively, with \( F_1 \) score as high as 0.82.

1. Introduction

Depression is a prevalent mental health problem that impacts the overall health of an individual, and incurs higher medical costs and mortality (Cuijpers & Smit, 2002; Katon & Ciechanowski, 2002; Simon, 2003). A recent national survey estimated that 17.3 million adults (aged 18 or older) in the United States had at least one major depressive episode (Results from the 2017 National Survey on Drug Use and Health, 2017). This number represented 7.1% of all U.S. adults, and a major depressive episode was highest (13.1%) among individuals aged 18–25 (Results from the 2017 National Survey on Drug Use and Health, 2017).
Current diagnosis methods of depression are either clinician administered or patient self-administered. Such methods are often burdensome and not suitable for continuous monitoring. With the emergence of mobile computing and ubiquitous adoption of smartphones, recent studies have proposed novel approaches that use smartphone sensing data for automatic depression screening (see Section 2). The intuition is that smartphones are equipped with a rich set of sensors (e.g., GPS, WiFi, activity, light); sensing data captured by these sensors can be used to derive meaningful features that indicate behavioral patterns of a person, e.g., the number of places visited, activity levels, etc. Such behavioral features can then be fed into machine learning algorithms (with pre-trained machine learning models) to automatically detect depression.

Most existing studies, however, focus on using physical location and activity data for depression screening, with little or no attention to social interaction data. Social interaction plays a significant role in the day-to-day life of an individual, with the social groups including family, friends, work place colleagues and others. Social ties are beneficial to psychological well-being (Kawachi & Berkman, 2001), and both quality and quantity of social relationships affect mental health and mortality risk (Umberson & Karas Montez, 2010). In this paper, we investigate using social interaction data passively collected from smartphones for automatic depression prediction. Specifically, we focus on SMS messages and phone calls since they are two dominant modes of social communication, and play a central role in maintaining one's social networks (Harley, Winn, Pemberton, & Wilcox, 2007; Lee, Tam, & Chie, 2014). To preserve user privacy, we only consider statistical information related to the timing, frequency, quantity and variability of SMS and phone call activities; the content was never recorded. Both SMS and phone call logs can be easily captured with little energy consumption, much lower than that needed for capturing location and activity data.

While SMS and phone call logs have been used in several existing studies to correlate with or infer mental health states such as mood (LiKamWa, Liu, Lane, & Zhong, 2013; Servia-Rodriguez et al., 2017), stress (Bogomolov, Lepri, Ferron, Pianesi, & Pentland, 2014; Sano & Picard, 2010), happiness (Bogomolov, Lepri, & Pianesi, 2013), bipolar symptoms (Faurholt-Jepsen et al., 2016), or depression (Razavi, Gharpour, & Gharpour, 2020), these studies used SMS and phone call data together with a large variety of other types of sensing data (e.g., location, activity, proximity). In contrast, we investigate using only social interaction data (SMS and/or phone call logs), without any other type of sensing data, for depression prediction. Our focus on using a single type of data is advantageous in scenarios where only one type of data is available, for instance, due to energy consumption considerations, privacy issues or missing data, only SMS and/or phone call logs are collected successfully. In addition, our study quantifies the effectiveness of using SMS or phone call logs alone as a proxy of social interaction for depression prediction; including other types of data (when available) can further improve prediction accuracy.

Specifically, in this study, we collected SMS and phone call logs from 59 college students, all using Android phones; the depression status of each participant is based on clinician assessment. Using the data, we compare the characteristics of SMS and phone call logs for depressed and non-depressed participants. Furthermore, we investigate multiple classification methods that use SMS and/or phone call logs for depression prediction. Our study makes the following contributions:

- We extract a wide array of features from SMS and phone call logs, including characteristics on quantity, timing, length/duration, and variability (including standard deviation and entropy values) of these activities. Statistical analysis indicates that depressed and non-depressed participants have different characteristics in SMS and phone call usage patterns. Specifically, their behaviors in outgoing messages and phone calls (i.e., initiated by the users) are more statistically distinct than incoming messages and phone calls.
- Using the extracted features, we investigate using multiple machine learning models, including Support Vector Machine (SVM) (Chang & Lin, 2011), random forest (Breiman, 2001) and XGBoost (Chen & Guestrin, 2016), for depression prediction. Our results show that XGBoost achieves overall better predictions than the other two methods. The highest predicted $F_1$ score using XGBoost is 0.80, comparable to those achieved by using location and activity data (Canzian & Musolesi, 2015; Farhan et al., 2016a; Saeb et al., 2015; Yue et al., 2018), suggesting that SMS and phone call logs alone can already provide accurate depression prediction. Our results further show that combining both SMS and phone call features leads to better prediction than using only one type of features.

The rest of the paper is organized as follows. Section 2 describes related work. Section 3 describes data collection. Section 4 describes feature extraction. Section 5 compares the characteristics of SMS and phone call logs of depressed and non-depressed participants. Section 6 presents depression prediction results when using SMS and phone call logs separately and then in combination. Finally, Section 8 concludes the paper, and briefly describes limitation of this study and future work.

2. Related work

There are a large number of studies that use smartphone sensing data for mental health applications (Ben-Zeev, Scherer, Wang, Xie, & Campbell, 2015; Chow et al., 2017; Farhan et al., 2016; Frost, Doryab, Faurholt-Jepsen, Kessing, & Bardram, 2013; Grunerbl et al., 2014; Grunerbl et al., 2012; Mehrotra, Hendley, & Musolesi, 2016; Palmius et al., 2017; Saeb et al., 2015; Wang et al., 2016, 2014; Zhou et al., 2015). In the following, we briefly review related work in two directions, one using SMS and phone call logs, and the other using other types of sensing data.

Using SMS and phone call logs for mental health applications. Several studies used SMS and phone call logs for mental health applications. LiKamWa et al. (2013) used a wide variety of mobile phone sensing data, including email, SMS, phone call logs, website domains, location clusters, apps, and categories of apps, to infer daily mood. They were able to infer a user's daily mood with an initial accuracy of 66% followed by improved accuracy of 93% after two months personalized training. Mood prediction was also
studied in Servia-Rodríguez et al. (2017), which was in a much larger scale (involving ~18,000 users), again using a variety of smartphone data, ranging from physical activity, sociability, to mobility data, where sociability data included information on SMS and phone logs. Their results showed that especially on weekends, mobile sensing can be used to predict users’ mood with an accuracy of about 70%. Bogomolov et al. (2014) showed that daily stress can be reliably recognized based on behavioral metrics, derived from mobile phone usage patterns (including those extracted from SMS and phone call logs, and Bluetooth proximity data), and additional indicators, such as the weather conditions and personality traits. Their multifactorial statistical model obtained accuracy up to 72.28% for a 2-class daily stress recognition problem. The same types of data were used in Bogomolov et al. (2013) to recognize daily happiness. Sano and Picard (2013) aimed to find physiological or behavioral markers for stress. They collected a large amount of data from wearable wrist sensors (accelerometer and skin conductance) and mobile phones (phone call and SMS logs, location and screen on/off) and various self-report surveys (stress, mood, sleep, tiredness, general health, alcohol or caffeinated beverage intake and electronics usage). Their results showed above 75% accuracy in a binary classification on stress using the various data. Faurschou-Jepsen et al. (2016) studied the correlation between various phone sensing data (including phone usage such as screen on/off, changes in cellular tower, and social activities such as the number of incoming/outgoing messages and phone calls) with symptoms during depressive and manic periods for bipolar patients. Razavi et al. (2020) examined the possibility of depression screening using mobile phone usage patterns, including daily mobile usage, basic characteristics of phone calls and text messages, amount of time spent on web browsing, social media and entertainment apps, and the number of saved contacts on device. The best model was a random forest classifier that had an out-of-sample balanced accuracy of 76.8%, which was improved to 81.1% when including participants’ age and gender information. Meyerhoff et al. (2021) found that the sensor-derived behavioral features, including those from SMS and call, are associated with subsequent depression changes, but not vice versa. They also found that the increase in telephone calls were associated with increase in social anxiety symptoms among clusters characterized by depression and social anxiety. Liu et al. (2022) combined the text message sentiment with other personal sensors like GPS, app usage, text messages and calls for effective depression prediction that could enable comprehensive mental health monitoring and intervention.

All the above studies used SMS and phone call logs together with a range of other sensing data (e.g., location, email, apps, websites, screen on/off), except for Liu et al. (2022), which explored the scenario where SMS messages were used alone for depression screening, as in our study. Our study differs from Liu et al. (2022) in several important aspects. First, in Liu et al. (2022), the depression status was determined using a cut-off value based on self-report questionnaires. In our study, depression status is based on clinical assessment, and hence is more reliable than that based on self-reports. Second, we extracted a comprehensive set of statistical features from SMS and phone call logs; we never collected or used content of the SMS messages. The study in Liu et al. (2022) used sentiment of SMS messages, and hence required analyzing the content of the SMS messages (although the analysis was done on the phone and the content was never stored). Third, our study considers two types of social interactions, SMS messages and phone calls, alone, while Liu et al. (2022) only considers one type of social interaction (SMS messages) alone.

Using other types of sensing data for mental health applications. Many existing studies have used smartphone location and activity data for stress and depression screening. Wang et al. (2014) found significant correlation between the behavioral features (in terms of conversation duration, number of locations visited, sleep) and depressive mood in college students. Saeb et al. (2015) found significant correlation between the phone usage and mobility patterns with respect to the self-reported depressive scores. Canzian and Musolesi (2015) studied the relationship between the mobility patterns and depression, and found that individualized machine learning models outperformed general models. Farhan et al. (2016a) found that location and activity related features extracted from the smartphone sensing data can predict depression with good accuracy. Yue et al. (2018) investigated fusing two types of location data, GPS and WiFi association data, both collected locally on phones, for more complete location information for improved depression detection. Lu et al. (2018) developed a heterogeneous multi-task learning approach for analyzing sensor data collected over multiple smartphone platforms. All the above studies use location and/or activity data, while our study investigates using social interaction data for depression prediction.

3. Data collection

We collected data from a two-phase study at the University of Connecticut. Phase I was a pilot study to explore the feasibility of using smartphone data for depression screening. Based on the observations from Phase I, we refined the study procedure for Phase II. Phase I study was from October 2015 to May 2016; Phase II study was from February 2017 to December 2017, both approved by the university’s Institutional Review Board (IRB). For both phases, the participants were full-time students of the university, aged 18–25, using either iPhones or Android phones. The recruitment was mainly through flyers and announcements to mailing lists. We recruited 79 participants in Phase I study. Of them, 73.9% were female and 26.1% were male. In terms of ethnicity, 62.3% were white, 24.6% were Asian, 5.8% were African American, 5.8% had more than one race and 1.5% were other or unknown. For Phase II study, we recruited 103 participants (76.7% female and 23.3% male; 58.25% white, 25.24% Asian, 3.88% African American, having more than one race and 4.85% being other or unknown). All participants met with our study clinician for informed consent and initial screening before being enrolled in the study. We were only able to collect SMS and phone call logs on Android phones (the restrictions of iOS prevented us from collecting such data on iPhones). Therefore, we only consider a subset of participants, i.e., the Android users, in this study. We recruited a total of 59 Android users (25 and 34 users in the two phases, respectively). Based on clinician diagnosis, 18 users were depressed and 41 users were non-depressed. We next briefly describe the two types of data that are used in this paper: in-phone communication data (i.e., SMS and phone call logs) and clinical assessment.
3.1. SMS and phone call logs

We used an app that we developed, called LifeRhythm (Farhan et al., 2016b), to log SMS and phone call records on Android phones. Specifically, the app queried the SMS and call logs once a day and recorded all the data corresponding to that day. The content of the SMS messages or phone calls was never recorded. To ensure the privacy of the participants, we assigned a random ID to each participant, which was used to identify the participants. The smartphone sensing data collected by the app was encrypted and sent to a secure server when the phone was connected to a WiFi network. After the data reached the server, the server decrypted the data, hashed the phone numbers of the contacts in the records to preserve user privacy, and then stored the data in a database. Only statistical information was used in the analysis (see Section 4).

**SMS data.** Each SMS record corresponds to an SMS messaging event, represented as a tuple \((s_i, h_i, t_i, w_i, c_i)\), where \(i\) is the row index of the event, \(s_i\) is the sense time of the event, \(h_i\) is the hashed phone number that the participant was communicating with, \(t_i\) is the type of the message (i.e., incoming or outgoing), \(w_i\) is the number of words in the message, and \(c_i\) is the number of characters in the message.

**Phone call records.** Each phone call record corresponds to a phone call event, represented as a tuple \((s_i, h_i, t_i, d_i)\), where, similar as an SMS event, \(i\) is the row index of the event, \(s_i\) is the sense time of the event, \(h_i\) is the hashed phone number that the participant was communicating with, \(t_i\) is the type of the call (i.e., incoming, outgoing or missed call), and \(d_i\) is the duration of the call.

3.2. Clinical assessment

Every participant filled in a self-report questionnaire at the beginning of the study. The questionnaire used in Phase I study was Patient Health Questionnaire (PHQ-9) (Kroenke, Spitzer, & Williams, 2001). In Phase II study, it was changed to Quick Inventory of Depressive Symptomatology (QIDS) (Rush et al., 2003) because QIDS provided more detailed information on patient symptoms than PHQ-9. A participant was screened initially by our study clinician. Using an interview that was designed based on the Diagnostic and Statistical Manual of Mental Health (DSM-5) and self-report PHQ-9/QIDS evaluation, the clinician classified individuals as either depressed or non-depressed during the initial screening. All participants filled in PHQ-9/QIDS at a regular basis on their phones while in the study (a notification was sent to their phones at the due date, every 14 days for PHQ-9 and 7 days for QIDS). A participant with a diagnosis of depression must participate in treatment to remain in the study. In addition, depressed participants had follow-up meetings with the clinician periodically (once or twice a month determined by the clinician) to confirm their self-reported PHQ-9/QIDS scores with their verbal report during the meetings.

4. Feature extraction

We extract a comprehensive set of features from SMS data and phone call logs. These features characterize the quantity, timing and variability of incoming and outgoing messages or calls. All the features represent statistical information, not related to the content of the messages or phone calls (the content was never captured).

4.1. Feature extraction for SMS data

We extracted the following 29 features from the SMS data. These features are broadly in two categories that are related to (i) the basic statistics (quantity, timing and length) of the messages, and (ii) variability of the messages (in standard deviation and entropy, and unique contacts). We represent the features for incoming and outgoing messages separately since they represent passive and user initiated activities, respectively. In addition, we include basic statistics for different times of the day since depressed and non-depressed users may exhibit different temporal usage patterns. Specifically, we consider three time periods, morning (from 6 am to 12 pm), afternoon (from 12 pm to 6 pm) and evening (from 6 pm to 6 am). The length of a message is represented as the total number of characters in the message (we did not find significant differences between representing the length in characters and words). All the features are defined for a time interval of \(n\) days, \(n \geq 1\).

**# of incoming messages.** This feature represents the total number of messages received.

**# of outgoing messages.** This feature represents the total number of messages sent.

**# of incoming messages (morning, afternoon, evening).** These three features represent the numbers of messages received during different time periods of a day, i.e., morning, afternoon and evening, respectively. They are recorded as normalized values, i.e., the quantity divided by the total number of messages in the day, satisfying that the fractions of messages received in morning, afternoon and evening is 1.
of outgoing messages (morning, afternoon, evening). These three features represent the numbers of messages sent in different time periods of a day, i.e., morning, afternoon and evening, respectively. These values are again normalized, i.e., represented as the values divided by the total number of outgoing messages in the day.

Average length of incoming messages. This feature represents the average length of the received messages. It is calculated by dividing the total length of the received messages by the total number of received messages.

Average length of outgoing messages. This feature represents the average length of the sent messages. It is calculated by dividing the total length of the sent messages by the total number of sent messages.

Average length of incoming messages (morning, afternoon, evening). These three features are the average lengths of the messages received in different time periods of a day, i.e., morning, afternoon and evening, respectively.

Average length of outgoing messages (morning, afternoon, evening). These three features are the average lengths of the messages sent in different time periods of a day, i.e., morning, afternoon and evening, respectively.

Standard deviation of incoming message length. This feature calculates the standard deviation of the lengths of the received messages.

Standard deviation of outgoing message length. This feature calculates the standard deviation of the lengths of the sent messages.

# of unique contacts. This feature represents the total number of unique contacts from whom a user received messages or to whom a user sent messages.

# of unique contacts (incoming). This feature represents the number of unique contacts from whom a user received messages.

# of unique contacts (outgoing). This feature represents the number of unique contacts to whom a user sent messages.

Entropy of # of incoming messages. This feature measures the variability of the number of messages that a user received from unique contacts (only including the contacts from whom the user received messages). Let \( p_i \) be the percentage of the number of messages that a user receives from contact \( i \). Then this feature is defined as \( \sum -p_i \log p_i \).

Normalized entropy of # of incoming messages. Let \( N_i \) be the number of unique contacts from whom the user received messages. Then we further define normalized entropy for the above feature, which is the entropy value normalized by \( \log N_i \), so that the it is invariant to \( N_i \), and depends solely on the distribution of the number of received messages.

Entropy of length of incoming messages. We further define entropy features related to the lengths of the messages that a user received from unique contacts. It differs from the previous feature in that \( p_i \) is the ratio of the total length of messages that the user received from contact \( i \) over the total length of messages that the user received.

Normalized entropy of length of incoming messages. This is the normalized entropy of the previous feature.

Entropy and normalized entropy of outgoing messages. Similar as received messages, we define two entropy features related to sent messages, in terms of the number and the length of the messages, respectively. We further define normalized entropy for each of them.

4.2. Feature extraction for phone call logs

We extracted 30 features from the phone call logs. Of them, 29 features are similar as those defined for SMS messages: the features for incoming and outgoing calls are defined separately; the “length” of a call is the duration of the call in minutes. One additional feature that is defined for phone calls, while not defined for SMS, is the number of missed calls.

5. Characteristics of SMS and phone call logs

In this section, we characterize the various SMS and phone call features for depressed and non-depressed participants. Of the 59 participants, we were only able to collect SMS logs from 15 participants (5 depressed and 10 non-depressed) during the study period, maybe because many participants used other messaging apps (e.g., WhatsApp, Snapchat) instead of SMS. For phone calls, we were able to collect data from 46 participants (16 depressed and 30 non-depressed), maybe because most of the participants still used the standard phone-call services built in phones. Overall, for SMS, we collected a total of 1139 days of data from the 15 users (476 from depressed users and 663 from non-depressed users). For phone call logs, we collected a total of 2538 days of data from the 46 users (982 from depressed users and 1556 from non-depressed users).

In the following, we consider daily feature values, i.e., the value of a feature was obtained using one day’s data. For one user, we obtained the feature value for each day and then obtained the average value over the days with data. For each feature, we present the mean and standard deviation across the users for depressed and non-depressed populations separately. In addition, for each feature, we performed a two-sample independent one-tailed t-test on the difference of the mean values of the depressed and non-depressed users (i.e., the null hypothesis is that the means of the two populations are the same, while the alternative hypothesis is that the attribute of the depressed population is larger or smaller than that of the non-depressed population, where larger or smaller is selected based on individual attributes), and obtained the \( p \)-value. The \( p \)-value is a statistical measurement of obtaining
the observed results assuming that the null hypothesis is true. Lower \( p \)-value indicates higher statistical difference between the two groups. The results for the SMS and phone call logs are shown in Tables 1 and 2, respectively. We next summarize the main results.

**Characteristics of SMS data.** We observe from Table 1 that five features have significant \( p \)-values: standard deviation of outgoing message length (with \( p \)-value of 0.11), entropy and normalized entropy of number of outgoing messages (with \( p \)-values below 0.05), and entropy and normalized entropy of length of outgoing messages (with \( p \)-values below 0.05). All of these five features are related to the variability of outgoing messages, and the variability for depressed participants is lower than that of non-depressed participants. The above observations indicate that characteristics of outgoing messages, which were initiated by the users, are more distinguishing between depressed and non-depressed participants than incoming messages. Considering outgoing message length, it appears that depressed participants tend to send shorter messages, with a lower standard deviation of these messages. In addition, they tend to send most messages to a lower number of contacts, leading to lower entropy values than non-depressed participants (although for depressed participants, the average number of unique contacts for outgoing messages is not necessarily lower than that for non-depressed participants).

**Characteristics of phone call logs.** In Table 2, 10 features have \( p \)-values at significant level of 0.10: number of incoming calls, number of outgoing calls, number of outgoing calls (morning), number of outgoing calls (afternoon), duration of outgoing calls (afternoon), standard deviation of outgoing call duration, number of unique contacts, number of unique contacts for outgoing calls, and entropy and normalized entropy of outgoing calls. However, out of these 10 features, only one feature, number of outgoing calls (afternoon), has \( p \)-value ≤ 0.05. The relatively high \( p \)-values overall may be due to the small samples. On the other hand, we observe consistent results in outgoing calls: except for two features (number of incoming calls and number of unique contacts), the rest of the features with \( p \)-value ≤ 0.10 are for outgoing calls. This observation again indicates that actions initiated by the users are more differentiating between depressed and non-depressed populations than phone calls received by the users. Interestingly, we observe that depressed users have more outgoing calls, longer outgoing calls, higher standard deviation in outgoing calls, more unique contacts for outgoing calls and larger entropy for outgoing calls. For the two features not related to outgoing calls, we also observe that depressed participants have more incoming calls and unique contacts. Overall, it appears that depressed participants spent more time on phone call related activities. These results are consistent with earlier observations that social interaction of depressed population is more confined towards indirect mode of communication, i.e., over the phone calls as compared to more direct mode of in-person communication (Kim, Seo, & David, 2015).

**Summary.** Our observations of the characteristics of SMS and phone calls differ from those in Razavi et al. (2020), which found that participants with depression (i) sent more text messages, and (ii) made and received fewer calls, with shorter call duration (for both incoming and outgoing calls). For SMS, while our data shows that on average the depressed participants indeed sent more messages than non-depressed participants, we did not find substantial evidence to reject the null hypothesis that their mean values are the same (see Table 1). Instead, our main finding is that various variability attributes of outgoing messages can
differentiate depressed and non-depressed participants more significantly, which were not considered in Razavi et al. (2020). For phone calls, we found that depressed participants actually made and received more phone calls, the opposite of what observed in Razavi et al. (2020). In addition, we did not find that phone call duration for depressed participants to be shorter than that of non-depressed participants; in fact, there is strong evidence that depressed participants had longer outgoing calls in the afternoon than non-depressed participants. We again find that various variability attributes of the outgoing calls can differentiate depressed and non-depressed participants, which were not considered in Razavi et al. (2020). For the features considered in both Razavi et al. (2020) and our study, the different observations might be due to different demographics: participants in our study were all college students, while the participants in the study in Razavi et al. (2020) were from much more diverse backgrounds and age groups. In addition, the depression status in our study was based on clinician assessment, while was based on self-report scores in Razavi et al. (2020).

6. Depression prediction

In this section, we explore using SMS and phone call features for depression prediction. For each user, we consider a moving window of $n$ days and make a classification on a daily basis. Specifically, for each day $t$, we consider the data collected during the past $n$ days, i.e., $[t-n+1, t]$, to classify the depression status (i.e., whether the user is depressed or not), as illustrated in Fig. 1. We set $n$ to 7 or 14 days to capture weekly/biweekly behavioral patterns, and to be consistent with the time periods (i.e., the past week or two weeks) asked by the clinical assessment tools. The results in the rest of the paper were obtained for $n = 14$ days, which are better than those for $n = 7$ days, indicating that 2-week time period is better than 1-week time period in capturing behavior patterns.

We observed missing data (i.e., no data was collected) on some days, which may be due to various reasons, e.g., failed data collection, malfunction of the phone, or no activity from a user. Fig. 2(a) plots cumulative distribution function (CDF) of the number of consecutive days with missing data for the SMS dataset; the results for three cases (all the users, the depressed users and non-depressed users) are shown in the figure. We see that for approximately 87% of the cases, the number of consecutive days with missing data is no more than 3 days. Fig. 2(b) plots the corresponding results for phone call logs, showing that for approximately 83% of the cases, the number of consecutive days with missing data is no more than 3 days.

Based on the above observations, we consider three scenarios in the following. In an interval of $n$ days, let $k$ be the maximum number of consecutive days with missing data that is allowed in the window. The three scenarios we consider correspond to $k = 0$, $k = 1$ and $k = 3$. That is, in the first scenario, we consider an interval only if there is no missing data in that interval; in the latter

### Table 2
Characteristics of phone call logs for depressed and non-depressed participants. The duration of a call is in minutes.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Depressed</th>
<th>Non-depressed</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Stdev</td>
<td>Mean</td>
</tr>
<tr>
<td>Daily # of incoming calls</td>
<td>2.02</td>
<td>0.91</td>
<td>1.65</td>
</tr>
<tr>
<td>Daily # of outgoing calls</td>
<td>3.28</td>
<td>1.91</td>
<td>2.51</td>
</tr>
<tr>
<td>Daily # of missed calls</td>
<td>0.20</td>
<td>0.21</td>
<td>0.17</td>
</tr>
<tr>
<td>Daily # of incoming calls (morning)</td>
<td>0.36</td>
<td>0.26</td>
<td>0.26</td>
</tr>
<tr>
<td>Daily # of incoming calls (afternoon)</td>
<td>0.86</td>
<td>0.43</td>
<td>0.75</td>
</tr>
<tr>
<td>Daily # of incoming calls (evening)</td>
<td>0.79</td>
<td>0.47</td>
<td>0.65</td>
</tr>
<tr>
<td>Daily # of outgoing calls (morning)</td>
<td>0.61</td>
<td>0.57</td>
<td>0.38</td>
</tr>
<tr>
<td>Daily # of outgoing calls (afternoon)</td>
<td>1.51</td>
<td>0.92</td>
<td>1.12</td>
</tr>
<tr>
<td>Daily # of outgoing calls (evening)</td>
<td>1.16</td>
<td>0.67</td>
<td>1.00</td>
</tr>
<tr>
<td>Daily avg. incoming call duration</td>
<td>5.74</td>
<td>8.17</td>
<td>4.47</td>
</tr>
<tr>
<td>Daily avg. outgoing call duration</td>
<td>4.30</td>
<td>5.88</td>
<td>3.36</td>
</tr>
<tr>
<td>Daily avg. incoming call duration (morning)</td>
<td>1.05</td>
<td>1.28</td>
<td>0.62</td>
</tr>
<tr>
<td>Daily avg. incoming call duration (afternoon)</td>
<td>2.26</td>
<td>1.06</td>
<td>1.87</td>
</tr>
<tr>
<td>Daily avg. incoming call duration (evening)</td>
<td>4.02</td>
<td>8.04</td>
<td>2.75</td>
</tr>
<tr>
<td>Daily avg. outgoing call duration (morning)</td>
<td>0.73</td>
<td>0.66</td>
<td>0.81</td>
</tr>
<tr>
<td>Daily avg. outgoing call duration (afternoon)</td>
<td>2.63</td>
<td>2.75</td>
<td>1.42</td>
</tr>
<tr>
<td>Daily avg. outgoing call duration (evening)</td>
<td>2.97</td>
<td>4.08</td>
<td>2.00</td>
</tr>
<tr>
<td>Standard deviation of incoming call duration (per day)</td>
<td>1.80</td>
<td>2.31</td>
<td>1.05</td>
</tr>
<tr>
<td>Standard deviation of outgoing call duration (per day)</td>
<td>2.24</td>
<td>1.64</td>
<td>1.50</td>
</tr>
<tr>
<td>Daily # of unique contacts</td>
<td>2.90</td>
<td>0.85</td>
<td>2.60</td>
</tr>
<tr>
<td>Daily # of unique contacts (morning)</td>
<td>1.51</td>
<td>0.38</td>
<td>1.40</td>
</tr>
<tr>
<td>Daily # of unique contacts (afternoon)</td>
<td>2.28</td>
<td>0.89</td>
<td>1.94</td>
</tr>
<tr>
<td>Entropy of daily # of incoming calls</td>
<td>0.29</td>
<td>0.18</td>
<td>0.24</td>
</tr>
<tr>
<td>Normalized entropy of daily # of incoming calls</td>
<td>0.12</td>
<td>0.06</td>
<td>0.10</td>
</tr>
<tr>
<td>Entropy of daily duration of incoming calls</td>
<td>0.19</td>
<td>0.13</td>
<td>0.15</td>
</tr>
<tr>
<td>Normalized entropy of daily duration of incoming calls</td>
<td>0.08</td>
<td>0.05</td>
<td>0.06</td>
</tr>
<tr>
<td>Entropy of daily # of outgoing calls</td>
<td>0.37</td>
<td>0.28</td>
<td>0.27</td>
</tr>
<tr>
<td>Normalized entropy of daily # of outgoing calls</td>
<td>0.11</td>
<td>0.05</td>
<td>0.09</td>
</tr>
<tr>
<td>Entropy of daily duration of outgoing calls</td>
<td>0.22</td>
<td>0.19</td>
<td>0.16</td>
</tr>
<tr>
<td>Normalized entropy of daily duration of outgoing calls</td>
<td>0.07</td>
<td>0.04</td>
<td>0.05</td>
</tr>
</tbody>
</table>
Fig. 1. Illustration of using data collected in a sliding window of $n$ days for depression prediction. Here $n = 14$.

Fig. 2. Number of consecutive days with no data sample.

two scenarios, the number of consecutive days with missing data cannot exceed 1 and 3, respectively. The third scenario is the least strict in the amount of missing data, and covers most of the samples based on the observations in Figs. 2(a) and 2(b).

As mentioned earlier, we collected SMS logs from 15 participants (5 depressed and 10 non-depressed) and phone call logs from 46 participants (16 depressed and 30 non-depressed). Our analysis is in the following three categories (see Sections 6.2 to 6.4), with the goal of investigating the effectiveness of depression screening using different types of social interaction data.

- **Using SMS data only.** For SMS, when $k = 0$, a total of 12 users (4 depressed, 8 non-depressed) had valid samples, i.e., having at least one interval of $n = 14$ days with no missing data. When $k = 1$ and 3, the corresponding numbers of users were 14 (5 depressed, 9 non-depressed) and 15 (5 depressed, 10 non-depressed), respectively. Figs. 3(b) to 3(c) plot the number of samples contributed by each user who had at least one valid sample for the SMS dataset, corresponding to $k = 0$, 1, and 3, respectively.

- **Using phone call data only.** For phone calls, when $k = 0$, a total of 30 users (13 depressed, 17 non-depressed) had valid samples; when $k = 1$ and 3, the corresponding numbers of users were 34 (15 depressed, 19 non-depressed) and 46 (16 depressed, 30 non-depressed), respectively. Figs. 3(d) to 3(f) plot the per user sample distribution corresponding to $k = 0$, 1, and 3 for the phone call dataset.

- **Using both SMS and phone call data.** In this scenario, we consider the days with both SMS and phone call data. Figs. 3(g) to 3(i) plot the per user sample distribution for the common days with both types of data. When $k = 0$, a total of 5 users (2 depressed and 3 non-depressed) have valid samples. For $k = 1$ and $k = 3$, the total number of users are 6 (3 depressed and 3 non-depressed) and 15 (5 depressed and 10 non-depressed), respectively. We use this setting to investigate the impact of combining both types of social interaction features (i.e., SMS and phone call features) on prediction.
6.1. Classification methodology

We explored three classification algorithms: Support Vector Machine (SVM) with radial basis function (RBF) kernel (Chang & Lin, 2011), random forest classifier (Breiman, 2001) and XGBoost (Chen & Guestrin, 2016) for depression prediction. These three algorithms are widely used machine learning algorithms. They are more suitable for relatively small datasets than deep learning algorithms, which is the case for the dataset in this study, and many other studies on diagnosing mental illness using sensing data (Cho, Yim, Choi, Ko, & Lee, 2019). We compared the results obtained by different algorithms and observed their impact on the effectiveness of depression prediction.

The classification was done for an interval of \( n = 14 \) days using the various features derived in the interval as input to the classification algorithms. The clinical ground truth served as the label for depression status (i.e., whether a user is depressed or not). We used leave-one-user-out cross validation procedure (i.e., no data from one user was used in both training and testing to avoid overfitting). We observe better results from SVM and XGBoost than random forest. In the interest of space, we only present the results using SVM and XGBoost.

**SVM with RBF kernel.** We used SVM (Boser, Guyon, & Vapnik, 1992; Cortes & Vapnik, 1995) with RBF kernel. The model has two hyper-parameters, the cost parameter \( C \) and the parameter \( \gamma \) of the radial basis functions. We used leave-one-user-out cross validation procedure (i.e., no data from one user was used in both training and testing to avoid overfitting) to choose these two parameters. Specifically, we varied \( C \) and \( \gamma \) both in \( 2^{-15}, 2^{-14}, \ldots, 2^{14}, 2^{15} \), and chose the values that gave the best validation \( F_1 \) score. The \( F_1 \) score, defined as \( 2(\text{precision} \times \text{recall})/(\text{precision} + \text{recall}) \), is a weighted average of the precision and recall. It ranges from 0 to 1, and the higher, the better.

The above choice of parameters is performed for a given set of features. We further selected the best set of features using SVM recursive feature elimination (SVM-RFE) (Guyon, Weston, Barnhill, & Vapnik, 2002; Rakotomamonjy, 2003; Yan & Zhang, 2015), which is a wrapper-based feature selection algorithm designed for SVM. The goal of SVM-RFE is to find a subset of features out of all the features to maximize the performance of the SVM predictor. For a set of \( n \) features, we used SVM-RFE for feature selection as follows. For each pair of values for \( C \) and \( \gamma \), SVM-RFE provided a ranking of the features, from the most important to the least important. After that, for each feature, we obtained its average ranking across all the combinations of \( C \) and \( \gamma \) values, leading to a complete order of the features. We then varied the number of features, \( k \), from 1 to \( n \). For a given \( k \), the top \( k \) features were used to choose the parameters, \( C \) and \( \gamma \), to maximize \( F_1 \) score based on the leave-one-user-out cross validation procedure as described above. The set of top \( k \) features that provides the highest \( F_1 \) score is chosen as the best set of features.

**XGBoost.** XGBoost (Chen & Guestrin, 2016) is an optimized distributed gradient boosting library designed to be highly efficient, flexible and portable. We further used Extra-Trees Classifier (ETC) (Geurts, Ernst, & Wehenkel, 2006; Louppe, Wehenkel, Sutera, & Geurts, 2013) to determine the importance of the features. With ETC, random trees are constructed from subsamples of the training dataset. For each feature under consideration, a random value that is selected from the feature’s empirical range is selected for the split. ETC returns the importance scores for all the features; the higher the values is, the better the feature is. When using XGBoost, we chose the top \( m' \) features (based on the ranking from ETC), and varied \( m' \) from 1 to the total number of features. The set of \( m' \) features in combination with parameter tuning of XGBoost that provided the highest \( F_1 \) score was chosen as the best set of features.
6.3. Depression prediction using phone call logs

The lower half of Table 3 presents the classification results when using phone call logs. When using XGBoost, the $F_1$ score ranges from 0.71 to 0.78 for various values of $k$; the results are similar to the $F_1$ scores obtained using location and activity sensors (Canzian & Musolesi, 2015; Farhan et al., 2016a; Saeb et al., 2015; Yue et al., 2018). When using SVM, the $F_1$ scores are significantly lower than those obtained using XGBoost. For XGBoost, out of the total 30 features, the number of selected features was from 5 to 17 for the various scenarios; for SVM, the number of selected features was from 9 to 14.

Again, in the interest of space, we only present the selected features for XGBoost when $k = 0$. Fig. 4(b) plots the importance scores of all 30 phone call features calculated by ETC. The top 14 features were selected, including features on the overall phone usage attributes (e.g., number and length of calls), variability attributes (e.g., normalized entropy of duration of incoming calls), and the information for particular time periods (average duration of outgoing calls in the afternoon and in the evening). Fig. 6 plots the histogram of the top 6 features for samples from the depressed and non-depressed participants. Fig. 6(a) shows that, for the number of incoming calls, a larger fraction of samples from the depressed participants have higher number of calls than that from non-depressed participants.
the non-depressed participants. The same observation holds for the number of outgoing calls (see Fig. 6(c)). For all outgoing calls in the afternoon and evening (see Fig. 6(b) and (d)), we observe that majority of the samples from non-depressed population have shorter call duration (in a few minutes). For depressed population, while majority of the samples also have short duration, some samples are of significantly higher duration. Fig. 6(e) and (f) indicate that a higher fraction of samples from the depressed population have higher values of normalized entropy of incoming call duration and number of unique contacts (similar to the observation in Fig. 5(d)).

6.4. Depression prediction using both SMS and phone call data

So far, we have used SMS and phone call data separately for depression screening. We now consider using both types of data jointly for depression screening. Specifically, we selected the days with both SMS and phone call logs. For this set of samples, we
compare the prediction results when using both SMS and phone call features (i.e., a total of 59 features) with those using only one type of features, i.e., either SMS features, or phone call features. Our goal is to investigate whether using SMS and phone call features jointly leads to better prediction than using only one type of features.

The results are shown in Table 4, which shows the results when using both SMS and phone call features (top part), only using SMS features (middle part), and only using phone call features (bottom part). For each category, the predictions results of both XGBoost and SVM are shown in the table. For XGBoost, we in general observe better prediction results when using both SMS and phone call data than using only one type of data, indicating the benefits of combining both types of social interaction data. For SVM, we observe a similar trend except for one case \((k = 0)\), which might be due to small sample size in this setting.

Again in the interest of space, we only present the selected features when using XGBoost. In particular, we focus on the scenario of using up to 59 SMS and phone call features when \(k = 0\). Fig. 4(c) plots the importance scores of all the 59 features calculated

<table>
<thead>
<tr>
<th>Scenario</th>
<th>XGBoost</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(F_1)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Score</td>
<td>Precision</td>
</tr>
<tr>
<td>SMS+Phone call logs</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(k = 0)</td>
<td>0.70</td>
<td>0.62</td>
</tr>
<tr>
<td>(k = 1)</td>
<td>0.72</td>
<td>0.64</td>
</tr>
<tr>
<td>(k = 3)</td>
<td>0.71</td>
<td>0.65</td>
</tr>
<tr>
<td>SMS logs</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(k = 0)</td>
<td>0.52</td>
<td>0.50</td>
</tr>
<tr>
<td>(k = 1)</td>
<td>0.50</td>
<td>0.51</td>
</tr>
<tr>
<td>(k = 3)</td>
<td>0.50</td>
<td>0.50</td>
</tr>
<tr>
<td>Phone call logs</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(k = 0)</td>
<td>0.68</td>
<td>0.60</td>
</tr>
<tr>
<td>(k = 1)</td>
<td>0.76</td>
<td>0.68</td>
</tr>
<tr>
<td>(k = 3)</td>
<td>0.66</td>
<td>0.60</td>
</tr>
</tbody>
</table>

Table 4
Depression prediction results for the combined SMS and call data using XGBoost and SVM. For comparison, we also list the results when using SMS and phone call logs separately for this dataset.
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Fig. 5. Histograms of the top 6 selected features (ranked using the ETC method) for SMS data, \(k = 0\).
by the ETC method. When \( k = 0 \), the top 7 features were selected, including features on the SMS usage attributes (e.g., number of messages including those during specific times of the day, standard deviation of the length of the messages), phone usage attributes (e.g., number and duration of calls). Fig. 7 plots the histogram of the top 6 features for samples from the depressed and non-depressed participants. We see substantial differences between depressed and non-depressed participants across these features.

7. Discussion

Our results show that social behavioral data is a promising indicator of mental health. Specifically, statistical features of SMS messages and phone call logs can be fed to machine learning models to predict depression. In the following, we discuss the limitations of this work and future directions.

First, all participants in our study were college students. Different demographic groups (e.g., elderly adults) may exhibit different patterns of social interaction, reflected in different statistical characteristics of their SMS messages and phone call logs. Therefore, our findings may not apply to other demographic groups. Future work includes extending this study to other demographic groups.

Second, even within the college student population, their social behaviors may be impacted by the nature of the college settings. For example, the results may be different for a liberal arts setting versus those for R1 or R2 universities. Future work needs to examine other college/university settings to understand the generalization of our findings.

Third, our sample size, particularly for SMS, is small. A natural future direction is validation of the results using significantly larger sample sizes. For young adults, collecting SMS messages may be a challenge, since many of them may be using other apps, instead of SMS, on their phones. For other populations, this may not be an issue (Liu et al., 2022). For phone calls, we believe a substantial number of users will remain using built-in phones call due to their convenience.

Another interesting future direction is to explore using other social interaction data, e.g., email logs and social media data, collected on smartphones for depression screening. Furthermore, if we could categorize the type of interaction, e.g., if the SMS or phone call received/sent is work-related or with family, friends and others, we could get interesting insights on the impact of those interactions on an individual’s mental health.
8. Conclusion

In this paper, we have investigated using social interaction data, specifically SMS and phone call logs, passively collected on smartphones for depression prediction. We extracted a comprehensive set of features from SMS and phone call logs, and compared the features of depressed and non-depressed participants. In addition, we have constructed a family of machine learning models using these features to predict depression and the best models (using XGBoost) lead to $F_1$ score up to 0.80. Overall, our results demonstrate that the SMS and phone call logs alone can already provide useful insights into behavioral patterns of individuals, which can be used to effectively predict depression. Furthermore, combining both SMS and phone call data leads to better prediction than using them in isolation.
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