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a b s t r a c t

Monitoring a sensor network to quickly detect faults is important for maintaining the
health of the network. Out-of-band monitoring, i.e., deploying dedicated monitors and
transmitting monitoring traffic using a separate channel, does not require instrumenting
sensor nodes, and hence is flexible (can be added on top of any application) and energy con-
serving (not consuming resources of the sensor nodes). In this paper, we study fault-toler-
ant out-of-band monitoring for wireless sensor networks. Our goal is to place a minimum
number of monitors in a sensor network so that all sensor nodes are monitored by k distinct
monitors, and each monitor serves no more than w sensor nodes. We prove that this prob-
lem is NP-hard. For small-scale network, we formulate the problem as an Integer Linear
Programming (ILP) problem, and obtain the optimal solution. For large-scale network,
the ILP is not applicable, and we propose two algorithms to solve it. The first one is a ln(kn)
approximation algorithm, where n is the number of sensor nodes. The second is a simple
heuristic scheme that has much shorter running time. We evaluate our algorithms using
extensive simulation. In small-scale networks, the latter two algorithms provide results
close to the optimal solution from the ILP for relatively dense networks. In large-scale net-
works, the performance of these two algorithms are similar, and for relatively dense net-
works, the number of monitors required by both algorithms is close to a lower bound.

Crown Copyright � 2011 Published by Elsevier B.V. All rights reserved.

1. Introduction

A deployed sensor network may suffer from many faults
due to environmental impacts, hardware defects, and
software bugs [22,30,27]. These faults can cause high loss
rates, long transmission delays or even network disconnec-
tion, and hence severely affects the normal operations of
the network. Therefore, effective architecture and
techniques are needed to monitor the health of the net-
work and quickly detect such faults.

Existing studies use two approaches for sensor network
monitoring: ‘‘in-band’’ and ‘‘out-of-band’’ monitoring.
In-band monitoring uses sensor nodes to monitor them-
selves and their neighbors, and transmits the monitoring
traffic inside the sensor network, sharing the network
bandwidth with sensed data [33,34,11,26,19,21,28,14,15].
Out-of-band monitoring uses dedicated monitoring nodes,
and transmits monitoring traffic out-of-band, using a
separate channel that does not interfere with the transmis-
sion of sensed data. A monitoring node can be attached to a
sensor node to directly monitor or control the attached
sensor node [7,23]; or placed inside the sensor network
to monitor nearby sensor nodes [6,20,32].

Out-of-band monitoring has several advantages over in-
band monitoring: (1) it does not require instrumenting
sensor nodes, and hence requires no change to the
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application; (2) it does not consume scarce resources (e.g.,
CPU, memory, storage) of the sensor nodes; (3) it uses a
separate channel for the monitoring traffic that does not
interfere with the transmission of the sensed data; (4) it
provides a convenient way to monitor per-hop delays
without the need of clock synchronization [32]; and (5)
simple inexpensive mote-class monitors can provide satis-
factory monitoring performance [5], and hence they can be
used for cost-effective out-of-band monitoring.

In this paper, we consider placing dedicated mote-class
monitors that are distributed inside a sensor network for
out-of-band monitoring (as in [32,6,20]). Compared to
attaching monitors to sensor nodes (as in [7,23]), this type
of out-of-band monitoring requires less monitors since
each monitor can serve multiple nearby sensor nodes,
and furthermore, it is easier to tolerate faults at the moni-
tors since we may use multiple monitors to monitor a sen-
sor node. We aim to answer the following question: how to
place the monitors so that each sensor node be monitored by k
(k P 1) monitors, each monitor serves at most w sensor
nodes, and the number of monitors is minimized? The value
of k determines the extent of tolerance to failures at the
monitors. The restriction that a monitor can monitor at
most w sensor nodes is to take account of the limited capa-
bility of the monitors. The objective of minimizing the
number of monitors is to minimize deployment cost.
Henceforth, we refer to the above monitoring problem as
k-monitoring problem.

We prove that the k-monitoring problem is NP-hard
even for k = 1 and unlimited w (see Section 4). Since the
number of candidate monitor positions is infinite (a mon-
itor can be placed anywhere in the sensor network), we
first propose a pre-processing algorithm that finds a finite
yet sufficient number of candidate positions. After that, we
propose three algorithms to place monitors. The first one is
an ILP based algorithm. It provides optimal solution, but is
only applicable to small-scale problems. For large-scale
problems, we develop a Max-Flow based approximation
algorithm that has a guaranteed approximation ratio of
ln(kn), where n is the number of sensor nodes in the net-
work, and a Max-Degree based heuristic algorithm that
has shorter running times. We evaluate the performance
of our algorithms using extensive simulation. In small-
scale networks, the Max-Flow and Max-Degree algorithms
provide results close to the optimal solution from ILP for
relatively dense networks. In large-scale networks, the per-
formance of these two algorithms are similar, and for rela-
tively dense networks, the number of monitors required by
both algorithms is close to a lower bound.

The rest of the paper is organized as follows. Section 2
reviews related work. Section 3 presents the problem set-
ting. Section 4 presents the three algorithms and their
analysis. Section 5 evaluates the performance of these
algorithms using extensive simulation. Finally, Section 6
concludes the paper.

2. Related work

Many studies on sensor network monitoring use an ac-
tive in-band approach: the monitoring is performed by

instrumenting the sensor nodes to monitor themselves
and their neighbors, and the monitoring traffic is transmit-
ted inside the sensor network [33,34,11,26,19,21,28,14,15].
Several recent studies adopt a passive out-of-band ap-
proach. DSN (Deployment Support Network) [7] and SRCP
(Simple Remote Control Protocol) [23] use separate bat-
tery-powered control processors and radio for out-of-band
monitoring/management of sensor networks. The monitor-
ing nodes are attached to sensor nodes, and hence the
number of monitors equals to the number of sensor nodes.
Some studies place dedicated monitors inside a sensor net-
work, detached from sensor nodes [32,6,20]. Therefore,
each monitor can monitor multiple nearby sensor nodes
and the number of monitors is typically less than the num-
ber of sensor nodes. The studies of [6,20] use monitors for
code debugging and perform monitor repairing. In our pre-
liminary study [32], we propose a monitoring architecture
that monitors per-hop delays and detects abnormal delays
using dedicated monitors without the need of clock syn-
chronization. We further study how to place monitors un-
der this architecture so that every link is monitored by a
single monitor. In this paper, we extend the monitor place-
ment problem in [32] to k-monitoring problem, k P 1. We
focus on node monitoring (i.e., each node is monitored by k
distinct monitors), and our proposed algorithms are signif-
icantly more general than those in [32]. Our algorithms can
be easily extended to link monitoring as shown in [32].

Passive monitoring through dedicated monitors has
been used in other types of wireless networks. For
instance, it has been successfully used in wireless LANs
for network management and characterization (e.g. [1,31,
12,16,4,24]). We are, however, not aware of any in-depth
study on how to place monitors inside a wireless network
to achieve the optimization goals as in our study (e.g., min-
imizing the number of monitors). Although our algorithms
are developed in the context of wireless sensor networks,
they can be applied to other types of wireless networks,
e.g., wireless LANs.

Our approximation algorithm uses a Max-Flow formu-
lation and is inspired by the algorithms in [2]. However,
our work differs from [2] in several important aspects.
The study of [2] determines how to choose centers from
a set of nodes in a network (each center serves a group
of nodes). The set of nodes (and hence the candidate cen-
ters) are given beforehand. In our problem, monitors can
be placed at any point in the sensor network (and hence
there are infinite many candidate locations). Furthermore,
we consider fault-tolerant monitoring by requiring a node
to be monitored by k P 1 monitors, while [2] only consid-
ers the case where k = 1.

One problem closely related to ours is the point cover-
age problem [3,29], which considers a number of discrete
points and multiple types of sensors, with the goal of find-
ing a selection of sensors and a subset of points to place the
sensors so that each point is covered by a certain number
of sensors, and the total cost of the sensors is minimized.
This problem differs from our problem in that the sensors
are placed at a subset of given points, and it does not im-
pose the constraint on the maximum number of points
that a sensor can monitor.
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Last, placing passive monitors has been studied in wired
networks (e.g., [25]). Monitoring in wireless networks dif-
fers from that in wired networks in that a monitor needs to
be placed in the transmission range of a wireless node to
be able to overhear/monitor that node; such a requirement
is not necessary in a wired network.

3. Problem setting

Consider a sensor network deployed in a two-dimen-
sional area. The network consists of n sensor nodes, de-
noted as V = {v1, . . . ,vn}. We place dedicated monitors
inside the network to monitor the liveness of the sensor
nodes. Each monitor has two wireless network interfaces
using non-interfering channels, one for overhearing pack-
ets from nearby sensor nodes, and the other for communi-
cating between the monitors and transmitting alerts to a
central server [6,20,7,23,32]. In other words, the first inter-
face is only used for passive listening. The other interface
uses low-power, long-range, and low-bandwidth radio
and is only used infrequently to transmit packets. We next
describe the formulation in detail.

Our goal is to place a set of monitors, M, inside the sen-
sor network so that each sensor node is monitored by at
least k monitors, each monitor serves at most w sensor
nodes, and the number of monitors is minimized. The
parameter k is used to determine the extent of fault toler-
ance. The parameter w specifies the workload constraint: a
monitor can monitor at most w sensor nodes due to the
limited capability (we assume that the monitors are simple
embedded devices for large-scale deployment). If a moni-
tor is in the neighborhood of more than w nodes, it pro-
cesses the packets overheard from at most w nodes; the
rest of the overheard packets will be discarded.

Another constraint in placing monitors is that the
placed monitors need to form a connected graph through
the non-interfering channel (so that the monitors can com-
municate with each other, and transmit alters to a central
server). We assume the non-interfering channel uses a
long-range radio (much longer than that used by the sen-
sor nodes, e.g., as described in [23]), and hence this con-
straint can be easily satisfied (our results in Section 5
show that this is indeed the case).

For each sensor node v 2 V, let u(v) be the set of moni-
tors that serves v, referred to as the assignment for v. Then
ju(v)j = k, "v 2 V and [v2V u(v) = M. Fig. 1 shows an exam-
ple of node monitoring with k = 2 and w = 4, where seven
sensor nodes v1, . . ., v7 are monitored by four monitors,
m1, . . ., m4. A monitor is connected via dotted lines to a sen-
sor node if it serves that sensor node. As shown in the fig-
ure, the assignment is that m3 and m4 each monitors four
sensor nodes v2, . . ., v5; m1 and m2 each monitors three sen-
sor nodes v1, v6, and v7.

A naive method to place the monitors is dividing area
into grids and placing one monitor in the center of each grid.
This method is, however, not cost-effective. For example,
consider a 500 m � 500 m area that has 100 sensor nodes,
and the transmission range of each sensor node is 80 m. In
each row, the naive method needs five monitors, and it
needs a total of 25 monitors to achieve 1-monitoring. A

more carefully designed algorithm needs much less moni-
tors (e.g. the algorithms that we develop only need half as
many monitors, see Section 5). The difference is even more
dramatic for larger testbeds and k > 1.

4. Algorithms for k-monitoring

The k-monitoring problem formulated in Section 3 is
NP-hard even for k = 1 and without the workload con-
straint, the proof is found in Appendix A. Since the number
of candidate monitor locations is infinite, we first pre-pro-
cess the input to determine a finite number of candidate
monitor locations. We then present three algorithms to
place monitors at the candidate locations, an ILP based
algorithm, an approximation algorithm based on a Max-
Flow formulation, and a simple heuristic algorithm. We
also analyze the performance of the latter two algorithms.

4.1. Determining candidate monitor locations

For ease of exposition, we first consider the case where
a sensor node has regular radio range. We then consider
the more realistic case where the radio range is irregular
[35]. In both cases, let li denote the location (i.e., the coor-
dinate) of sensor node vi. Let Ri and ri denote the coverage
region and transmission range of vi respectively. Consider-
ing the reception region characteristics [17], we assume
any node in the coverage region, Ri, can hear the transmis-
sion of vi. When the radio range is regular, Ri is a circular
area centered at li with the radius of ri. Otherwise, we as-
sume that Ri is a polygon and the average distance from li
to the vertices of the polygon is ri.2

The algorithms for determining the candidate monitor
locations for regular and irregular radio range are similar.
In both algorithms, let L denote the set of candidate loca-
tions. It is initially empty. The algorithms add candidate
locations to L by considering all pairs of nodes in the sensor
network.

Regular radio range. The algorithm assuming regular
radio range is presented in Algorithm 1. For any pair of
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Fig. 1. Illustration of k-monitoring, k = 2, w = 4.

2 When the radio range is composed of multiple disjoint regions, we can
consider these disjoint regions as multiple polygons. It is straightforward to
extend our algorithm for determining candidate monitor locations to this
scenario.
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nodes, vi and vj, it adds candidate locations to the set of
candidate location set, L, by considering the following four
cases. If Ri # Rj (Fig. 2a), it adds the location of vi, li, as a
candidate location (we may use any location in Ri as a can-
didate location; for simplicity, we use li). Similarly, if
Rj # Ri (Fig. 2b), it adds the location of vj, lj, as a candidate
location. If neither of the above two conditions holds, and
Ri \ Rj – ; (Fig. 2c), it adds the two points where the
boundaries of Ri and Rj intersect into the candidate location
set. Last, if none of the above conditions holds, i.e.,
Ri \ Rj = ; (see Fig. 2d), it adds the locations of vi and vj into
the candidate location set.

Algorithm 1. Determine Candidate Monitor Locations
(Regular Radio Range)

1: L = ;
2: for "vi,vj 2 V,vj – vi do
3: if Ri # Rj then
4: L = L [ {li}
5: els if Rj � Ri then
6: L = L [ {lj}
7: els if Ri \ Rj – ; then
8: L = L [ {p1,p2}, p1 and p2 are the two points

where the boundaries of Ri and Rj intersect
9: else
10: L = L [ {li,lj}
11: end if
12: end for
13: Return L

We next show that the above approach of determining
candidate locations is sufficient, as stated in the following
theorem.

Theorem 1. For any optimal solution M�, there is a corre-
sponding subset M # L s.t. jM�j = jMj and M covers all sensor
nodes.

Proof. We prove the theorem by showing that "m 2M�,
we can find a location l 2 L so that the set of nodes moni-
tored by m can be monitored by a monitor located at l.
Without loss of generality, suppose the set of sensor nodes
monitored by m is {v1, . . . ,vx}, x P 1. We consider the fol-
lowing two cases.

� Case 1 (x = 1). That is, m monitors a single sensor node,
v1. If v1 is an isolated node (i.e., its coverage region does
not intersect with that of any other sensor node), by
Algorithm 1, l1 2 L and a monitor located at l1 can mon-
itor v1. Otherwise, there exists another node, vi, i – 1,
such that the coverage region of v1 intersects with Ri,
then by Algorithm 1, depending on the relationship of
R1 and Ri, we have l1, li, or the two intersection points
of the boundaries of R1 and Ri are in L, and a monitor
located at any of these points can monitor v1.
� Case 2 (x > 1). Then m must be in the intersection region

of R1, . . ., Rx. Let B denote the boundary of this intersec-
tion region. If there exist two indices, i and j, such that

one intersection point of Ri and Rj is on B, i,j = 1, . . ., x,
i – j, then this intersection point can monitor
{v1, . . . ,vx}. If the above condition does not hold, i.e.,
for any i, j, i,j = 1, . . ., x, i – j, the intersection points of
Ri and Rj are not on B, then there must exists one sensor
node vi such at Ri � Rj, "j = 1, . . ., x, j – i. In this case, by
Algorithm 1, li 2 L, and a monitor located at li can mon-
itor {v1, . . . ,vx}.

Irregular radio range. In this case, our algorithm for
determining candidate monitor locations is similar to Algo-
rithm 1. The only difference is that since Ri and Rj are poly-
gons, when they intersect, they may intersect at multiple
points (more than two) or infinite number of points (i.e.,
their intersection forms an edge). For the former case, we
include the multiple points into L; for the latter case, we
include the two end points of the edge into L. Therefore,
the total number of candidate monitor positions is finite.
We can again show that the above algorithm is sufficient;
the proof is similar to that for Theorem 1 and is omitted in
the interest of space.

4.2. ILP based algorithm

For a given set of candidate monitors, we can formulate
the monitor placement problem as an ILP problem, and
solve it directly to obtain the optimal solution. This ap-
proach is, however, only applicable to small-scale net-
works; for large-scale networks, it does not provide a
solution in a reasonable amount of time. We next describe
the ILP formulation.

Let C denote a candidate monitor set. It contains k
monitors at each candidate location (determined by Algo-
rithm 1) since each sensor node needs to be monitored
by k monitors, and in the worst case, a sensor node needs
k monitors at a candidate location to be k-monitored.
Recall that V denotes the set of sensor nodes to be moni-
tored. Suppose m is a candidate monitor in C, and v is a
sensor node in V. Let Vm denote the set of sensors that
can be heard by m. Let Cv represent the set of candidate
monitors that can hear the transmission of sensor node v.
Let xm and ym,v be 0–1 variables. In particular, xm = 1 when

Fig. 2. Illustration of determining candidate monitor locations (regular
radio range).
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monitor m monitors at least one sensor node, and xm = 0
otherwise. We have ym,v = 1 when monitor m monitors
sensor node v, and ym,v = 0 otherwise.

The ILP formulation is described in Fig. 3. The objective
function is to minimize the number of required monitors.
Constraints (2) and (3) regulate the relationship between
xm and ym,v. Constraint (4) specifies that the capacity of
each monitor is w. Constraint (5) specifies that each sensor
node should be monitored by k monitors. Constraint (6)
states that monitor m cannot monitor any sensor node v
if m cannot hear from v. Last, constraints (7) and (8) state
xm and ym,v are 0–1 variables.

After solving the ILP problem, we can directly obtain an
optimal solution to the k-monitoring problem as
M = {mjxm = 1} and u(v) = {mjym,v = 1}, "v 2 V.

4.3. Max-Flow based approximation algorithm

Inspired by [2], we also develop a Max-Flow based
approximation algorithm, referred to as Max-Flow k-moni-
toring algorithm. In the following, we first illustrate why
Max-Flow formulation is useful for solving the k-monitor-
ing problem, and then describe the algorithm in detail. We
then analyze the performance of this algorithm in Section
4.3.1; and present refinement to the algorithm in Section
4.3.2.

Let C denote a candidate monitor set. As in the
ILP-based algorithm, C contains k monitors at each candi-
date location. We construct a Max-Flow graph as follows.
First, we construct a bipartite graph. The two disjoint sets
in the bipartite graph represent the candidate monitor
set, C, and the set of sensor nodes, V, respectively. A node
m 2 C is connected to a node v 2 V if m is in the coverage re-
gion of v (i.e., m can overhear the transmission of v); the
capacity of edge (m,v) is 1. We further add a super source
and a super sink. The super source is connected to each can-

didate monitor with the capacity of w. Each sensor node is
connected to the super sink with the capacity of k. Fig. 4
illustrates the Max-Flow graph thus constructed. In the
Max-Flow graph, the capacity between the super source
and a candidate monitor, w, limits that a monitor serves
at most w sensor nodes; an edge from a monitor to a sensor
node specifies that the monitor can only serve the sensor
node if it can overhear the sensor node; and the capacity,
k, from a sensor node to the super sink specifies that the
sensor node can be monitored by at most k monitors.
Let f denote the maximum integral flow of this graph.
Then it is easy to see that all the sensor nodes are k-mon-
itored if and only if f = kjVj. Furthermore, the assignment
for each sensor node can be easily obtained from the
Max-Flow solution: if the amount of flow from monitor
m to node v is positive, i.e., f(m,v) > 0, we assign m to mon-
itor v. In the following, we refer to a Max-Flow graph thus
constructed as G(C,V,E,w,1,k), where the first two ele-
ments represent the candidate monitor set and the set of
sensor nodes to be monitored, respectively; the third ele-
ment represents the set of edges that connects candidate
monitors and sensor nodes; the last three elements repre-
sent the capacity of an edge from a super source to a
monitor, the capacity of an edge from a monitor to a sen-
sor node, and the capacity of an edge from a sensor node
to the super sink, respectively.

Algorithm 2. Max-Flow k-monitoring

1: Place k monitors at each candidate location to
construct a candidate monitor set Mc

2: M = ;
3: u(vi) = ;, "vi 2 V
4: E = {(m,vi)j, m 2Mc, vi 2 V, m can monitor vi}
5: repeat
6: Mc = McnM

Fig. 3. ILP problem formulation.
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7: for "m 2Mc do
8: C = M [ {m}
9: Construct Max-Flow graph G(C,V,E,w,1,k)
10: Let fm denote the maximum integral flow of G
11: end for
12: m ¼ arg maxm2Mc fm

13: M = M [ {m}
14: until all nodes are k-monitored
15: for "m 2M, "vi 2 V do
16: if fm(m,vi) > 0 then
17: u(vi) = u(vi) [ {m}
18: end if
19: end for
20: Return (M,u)

The main idea of the Max-Flow k-monitoring algorithm
is as follows. Initially, the monitor set, M, is empty, and
again the candidate monitor set contains k monitors at
each candidate location (determined by Algorithm 1). The
algorithm runs in iterations, and in each iteration, it selects
one monitor from the candidate monitor set and adds it
into M. The monitor that is selected is the one that provides
the maximum flow (determined by solving Max-Flow
problems formulated earlier). The iteration continues until
all the sensor nodes are k-monitored.

Algorithm 2 describes the Max-Flow k-monitoring algo-
rithm. Line 1 places k monitors at each candidate location
to construct a candidate monitor set, Mc. Line 2 initializes
the monitor set, M, to be an empty set. Line 3 initializes
the assignment to each sensor node to be an empty set.
Lines 4 adds a set of edges, E, between candidate monitors
and sensor nodes: it adds an edge (m,vi) when m 2Mc is in
the transmission range of vi 2 V. The algorithm runs in iter-
ations. In each iteration (lines 6–13), it selects a monitor
m 2Mc, m R M, so that M [ {m} produces the maximum
integral flow in the Max-Flow graph G(M [ {m},V,E,w,1,k),
and adds m into the monitor set. When multiple candidate
monitors provide the same max flow, ties are broken by
choosing the candidate monitor whose minimum distance
to the monitors in M is the largest. The rationale for break-
ing ties in this way is to spread monitors inside the net-
work (monitors that are close-by are more likely to suffer
from faults simultaneously, e.g., faults caused by environ-
mental impacts). This process of adding one monitor into

M continues until all sensor nodes are k-monitored. Last,
lines 15–19 record the assignment for each sensor node.

Algorithm 2 can be extended to accommodate the con-
straint that the placed monitors form a connected graph by
imposing an additional request that m be connected to the
current monitor network M. Namely, in Algorithm 2, line
12, we pick m from the set of nodes that are connected
to M.

4.3.1. Analysis
We can show that the solution of the Max-Flow k-mon-

itoring algorithm is no worse that ln(kn) times the optimal
solution as stated in the following theorem. The proof is
found in B.

Theorem 2. The Max-Flow k-monitoring algorithm (Algo-
rithm 2) is a ln(kn) approximation algorithm.

We can also show that our analysis is tight if the candi-
date locations for monitors are fixed (instead of allowing
monitors to be placed anywhere) even when all the sensors
have identical, regular coverage range. A tight example is
shown in Fig. 5. Let us assume that k = 1 and the capacity
of each monitor is unlimited. In the example, we show
the coverage range of the sensors as circles. All of the sen-
sors have regular, identical coverage ranges. That is, sen-
sors are placed in the center of circles. Multiple sensors
can be placed at the same location. In the example, con-
sider the circles in the upper row, which includes i + 1 sets
of sensors. Let us index them from 1 to i + 1 from the left to
the right. The jth set contains 2i+1�j sensors, j = 1, . . ., i + 1.
Therefore, there are

Piþ1
j¼12iþ1�j ¼ 2iþ1 � 1 sensors in the

row. Exactly the same number of sensors are located in
the lower row. We are also given a set of monitors. The so-
lid squares and the two blank squares in Fig. 5 represent
the candidate monitor locations, and they are in the inter-
section areas of the sensor coverage regions (i.e., the cir-
cles). Specifically, a solid square is in the intersection
area of the two leftmost circles (i.e., the upper and lower

Fig. 4. Illustration of the Max-Flow formulation.

Fig. 5. An example shows that the approximation ratio of Max-Flow
algorithm is tight. The solid squares and the two blank squares represent
the candidate monitor locations.

X. Chen et al. / Ad Hoc Networks 10 (2012) 62–74 67



Author's personal copy

circles), which is not included in the second left circles.
Therefore, the leftmost solid square covers 2 � 2i = 2i+1

sensors, the second leftmost solid square covers
2 � 2i�1 = 2i, and so on. The blank square in each row is
in an area covered by all of the sensors in that row, i.e., it
can monitor 2i+1 � 1 sensors. Clearly, the optimal solution
is to choose the two blank squares. However, the Max-Flow
algorithm will end up with choosing the black squares, giv-
ing a ln(kn) approximation.

Note that in our tight example, we assumed that the
candidate locations for monitors are given while in our
problem setting, we did not restrict the locations of moni-
tors. In fact, our analysis on the approximation bound did
not utilize the fact that the monitors can be placed any-
where, and therefore the actual approximation ratio may
be better than ln(kn).

4.3.2. Refinements
We now describe a couple of improvements to the Max-

Flow k-monitoring algorithm. Even though we were not
able to show that they provide a better theoretical bound,
we found that the performance were significantly im-
proved with the refinements in the simulation studies.

The first refinement is that we can remove redundant can-
didate monitors to reduce the running time of this algorithm.
We say two candidate monitors m1 and m2 are equivalent if
the set of sensor nodes that they monitor are the same. Let
M(mi) denote the set of candidate monitors that are equiva-
lent to mi. Let V(mi) denote the set of sensor nodes that mi

can monitor. Then if jV(mi)j 6 w and jM(mi)j > k, we only need
to keep k candidate monitors in M(mi) (since these k candi-
date monitors are already sufficient to monitor the sensor
nodes in V(mi)). In our simulation (Section 5), we find that
the above approach of removing redundant candidate moni-
tors can reduce the number of candidate monitors by 30% in
some scenarios. Secondly, we can reduce the storage usage of
the Max-Flow k-monitoring algorithm by initially placing a
single monitor at each candidate location, and then add more
candidate monitors when needed. More specifically, we may
change Algorithm 2 as follows. Initially, Mc contains a single
monitor at each candidate location. Then after adding m
(the candidate monitor that provides the max flow) to M,
we check whether there exists vi 2 V so that the flow from
vi to m is positive (i.e., f(m,vi) > 0) and vi is not k-monitored.
If so, we place a candidate monitor m0 at the location of m,
and add m0 to Mc (since m0 may be useful to serve vi).

4.4. Max-Degree based heuristic algorithm

We next describe a simple heuristic algorithm for the k-
monitoring problem. The outline of the algorithm is as fol-
lows. Let C denote a candidate monitor set, and V denote
the set of sensor nodes to be monitored. We construct a
graph G(C [ V,E), where C [ V is the set of vertices, and E
is the set of edges. An edge (m,v) 2 E if m is in the transmis-
sion range of v, m 2 C and v 2 V. The heuristic algorithm
runs in iterations. In each iteration, it adds the candidate
monitor with the maximum degree into the monitor set.
The rationale is that a candidate monitor with a larger de-
gree can serve more sensor nodes, and hence may reduce
the number of monitors needed.

We refer to this algorithm as Max-Degree k-monitoring
algorithm. Algorithm 3 describes this algorithm. Line 1
places k monitors at each candidate location to construct
candidate monitor set, Mc. Line 2 initializes the monitor
set, M, to be an empty set. Line 3 initializes the assignment
to each sensor node to be an empty set. In each iteration
(lines 5–15), it first constructs graph G(Mc [ V,E), where
(m,v) 2 E if m is in the transmission range of v, "m 2Mc,
"v 2 V. Suppose m has the maximum degree (we break ties
in the same way as in the Max-Flow k-monitoring algo-
rithm). It adds m to the monitor set, and assign m to mon-
itor a set of sensor nodes that m can overhear, denoted as
N(m). If more than w nodes are in N(m), it assigns the w
sensor nodes with the lowest degrees to m (the intuition
is that sensor nodes with higher degrees may be able to
be monitored by other candidate monitors). Line 14 re-
moves m from the candidate monitor set. Line 15 removes
all sensor nodes that are k-monitored from V. The iteration
continues until all nodes are k-monitored. Similar to the
Max-Flow k-monitoring algorithm, Algorithm 3 can be eas-
ily extended to sastisfy the constraint that the placed mon-
itors form a connected graph by choosing a monitor m that
has the highest degree among those that are connected to
at least one node in M on line 6.

The two improvements to the Max-Flow k-monitoring
algorithm described in Section 4.3.2 are also applicable to
the Max-Degree k-monitoring algorithm. Namely, we
may remove redundant candidate monitors to reduce its
running time. Also, we may only place a single monitor
at each candidate location initially, and incrementally
add candidate monitors when needed. More specifically,
at the end of an iteration, if there exists a sensor node that
is not k-monitored and is monitored by m (the one that has
the maximum degree) in the current iteration, we adds a
candidate monitor, m0, placed at the same location of m,
to the candidate monitor set.

Algorithm 3. Max-Degree k-monitoring

1: Place k monitors at each candidate location to
construct candidate monitor set Mc

2: M = ;
3: u(vi) = ;, "vi 2 V
4: repeat
5: Construct graph G(Mc [ V,E), E = {(m,vi)j, m 2Mc,

vi 2 V, m can monitor vi}
6: Suppose that m 2Mc has the maximum degree
7: M = M [ {m}
8: N(m) = {vijvi 2 V,m 2 Ri}
9: if jN(m)j 6w then
10: u(vi) = u(vi) [ {m}, "vi 2 N(m)
11: else
12: pick w sensor nodes in N(m) that have the

lowest degrees and add them to u(m)
13: end if
14: Mc = Mcn{m}
15: Remove all sensor nodes that are k-monitored

from V
16: until all nodes are k-monitored
17: Return (M,u)
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4.4.1. Analysis
While we do not have an analysis for an upper bound on

the approximation ratio of the Max-Degree algorithm in
general cases, we observe that this approximation ratio
algorithm is also ln(kn) when w =1. This is because when
w =1, the monitor which can introduce the maximum
flow is equivalent to the one which has the maximum de-
gree. Therefore, the Max-Flow and the Max-Degree give
the same results when w =1.

In general, however, we conjecture that the Max-Degree
algorithm gives an approximation ratio worse than ln(kn),
which is also supported by the simulation results (see
Section 5). Below we also show that the algorithm can give
an approximation ratio of (w + 1)/2 when w –1 and the
candidate locations of the monitors are fixed.

Fig. 6 shows an example that gives a (w + 1)/2 approxi-
mation ratio. In this example, we again assume that all of
the sensors have regular, identical coverage ranges. Fig. 6a
plots the sensor and monitor placement. This example con-
tains two sets of sensors, V1,V2, and each set contains w sen-
sor nodes. The sensors are placed in the center of the circles
in Fig. 6a. Specifically, we put all of the w sensors nodes in
V1 at the same location. The squares in Fig. 6a represent the
candidate monitor locations. Suppose that we have w + 2
groups of monitors, M1, M2, . . ., Mw+2, for which we assume
that the capacity of each monitor is w. Furthermore, M1 and
M2 each contains k monitors, while other groups have k + 1
monitor nodes. Monitors in M1 can hear the transmission of
sensor nodes in both V1 and V2, while monitors in M2 can
hear the nodes in V1 only. Let s1, s2, . . ., sw be the sensors
in V2. We assume that monitors in Mi+2 (1 6 i 6 w) can hear
the transmission of sensor node si in V2. For easy of under-
standing, we show the sensor and monitor coverage graph
in Fig. 6b. In this example, it is easy to see that the monitors
from M1 and M2 are the optimal solution, i.e., M1 monitors
sensors in V2 and M2 monitors sensors in V1. However, since
the monitors in M1 have the maximum degree (i.e., 2w), and
the nodes in V1 have the minimum degree (i.e., 2k), the
Max-Degree algorithm will first choose the monitors in
M1 to monitor the nodes in V1. After that, for each node in
V2, the Max-Degree algorithm will need to assign k moni-
tors from each of Mi, i > 2. Therefore, the Max-Degree algo-
rithm selects k(1 + w) monitors, which gives an
approximation ratio of (w + 1)/2.

Note that as with the tight example for Max-Flow algo-
rithm, the example above does not apply to the case when

the monitors can be placed anywhere in the network. It is
an interesting question whether the algorithm gives a bet-
ter theoretical bound when there are no restrictions on the
locations of the monitors.

5. Performance evaluation

In this section, we evaluate the performance of our k-
monitoring algorithms using extensive simulation. We first
describe the simulation settings, and then present the sim-
ulation results in detail.

We consider two networks, each with n sensor nodes.
The first is a small-scale network of size 125 m � 125 m,
and n = 25. The second is a large-scale network of size
500 m � 500 m, and n = 100 or 200. We consider three
types of deployments. The first one is uniform random
deployment [32,35,13,9,18]. The second is grid uniform
deployment [10]. In the small-scale network, we specify
the grid size to be 25 m � 25 m, and places one sensor
node uniformly randomly in each grid. In the large-scale
network, we divide the area into 100 grids, each of
50 m � 50 m, and places n/100 sensor nodes uniformly
randomly in each grid. Grid uniform deployment provides
a more even node distribution than uniform random
deployment. The third one is a non-uniform deployment,
where the entire region is divided into four sub-regions,
the top left and bottom right regions have much higher
node density than the other two regions (e.g., when
n = 200, the two denser regions have 70 sensors while
the other two regions have 30 sensors). Furthermore, we
also place a region head in the center of each region. The
region heads are connected to each other; The nodes in a
region are uniformly deployed, and connected to their re-
gion head.

We set the workload w of a monitor to 40, 60 or1. This is
based on our recent measurement study that indicates a
mote-class monitor can easily handle 60 packets per second
and the traffic in sensor nodes tend to be sparse (a sensor
node generates a packet in seconds) [5]. We set k to 1, 2, or
3. The radio range of a sensor node is regular or irregular. Un-
der regular radio range, the coverage region of a sensor node
is circular, and all the sensor nodes have the same transmis-
sion range, which is varied from 30 to 200 m (corresponding
to the transmission range of mote-class sensor nodes). Un-
der irregular radio range, the coverage region is a polygon

Fig. 6. An example shows that the approximation ratio of Max-Degree algorithm can be (w + 1)/2. The squares represent the candidate monitor locations,
and the circles represent the sensors.
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with 7–16 vertices, and all the sensor nodes have the same
average transmission range,3 which is varied from 30 to
200 m. We assume the range of the non-interfering radio of
a monitor is sufficiently long, and for each setting, we obtain
the minimum radio range that is required to keep the moni-
tors connected.

The metric that we use is the number of monitors needed
to achieve k-monitoring. All our simulations run on a ser-
ver with an Intel Xeon 3.0 GHz CPU. The running time of
the Max-Degree based algorithm is a few seconds, while
the running time of the Max-Flow based algorithm is less
than one minute for 25 nodes, between five to twenty min-
utes for 100 sensor nodes, and between ten to forty min-
utes for 200 sensor nodes. The time for solving the
instances in the small-scale network using ILP algorithm
is between few minutes and three hours; in the large-scale
networks, it may take several days to solve one instance.

We only present the results under grid uniform random
deployment and irregular radio range; the results under
other settings (uniform random deployment, non-uniform
deployment, regular radio range) are similar. All the results
below are averaged over 10 simulation runs; the confi-
dence intervals are tight and hence omitted.

We first show the results in the small-scale network. In
this network, we use the ILP algorithm to obtain the opti-
mal solution in each setting. Both Max-Flow and Max-
Degree algorithms give solutions close to the optimal solu-
tion, especially in a relatively dense network. In more than
60% settings, the relative difference between our algo-
rithms and the optimal solutions is less than 20%. Fig. 7
plots the average number of monitors required by the
Max-Flow, Max-Degree and ILP algorithm, when n = 25,
k = 2, w = 40. The average transmission range of sensor
nodes varies from 30 to 90 m. We observe that the Max-
Flow and Max-Degree algorithms have similar results, both
approaching the ILP solutions as the transmission range in-
creases. The other settings exhibit similar trends and are
omitted.

We next present the results in the large-scale network.
In this network, the ILP algorithm cannot solve the in-
stances in a reasonable time. Therefore, we only evaluate
the Max-Flow and Max-Degree algorithms. We compare
their performance with a lower bound, dkn/we, the mini-
mum number of monitors required for node monitoring
with n sensor nodes and workload of w (the optimal solu-
tion cannot be smaller than this lower bound). We observe
that Max-Flow based algorithm only slightly outperforms
the Max-Degree based algorithm: the maximum relative
difference is 20%, and in around 90% of the settings, the rel-
ative difference is less than 10%. Therefore, considering
both performance and running time, Max-Degree algo-
rithm may be a preferable choice for large networks in

practice. We next only present the results of the Max-Flow
based algorithm.

Fig. 8 plots the average number of monitors required by
the Max-Flow algorithm, when n = 100, w = 40, and k = 1, 2,
or 3 (the results for n = 200 exhibit similar trends). The
average transmission range of the sensor nodes varies from
80 to 200 m (we choose the minimum range of 80 m be-
cause the network is disconnected when using a lower va-
lue). We observe that for the same transmission range, the
number of needed monitors increases linearly with k. For
all values of k, as expected, the number of needed monitors
decreases as the transmission range increases (i.e., when
the coverage regions of more sensor nodes overlap). The
decrease is dramatic at the beginning and then less dra-
matic afterwards. Furthermore, as the transmission in-
creases, the number of required monitors approaches the
lower bound, e.g., we need five monitors when the trans-
mission range is larger than 160 m, k = 1, while the lower
bound yields d100/40e = 3.

We now investigate the impact of the maximum al-
lowed workload, w, on the performance of the Max-Flow
k-monitoring algorithm. Fig. 9 plots the number of re-
quired monitors for Max-Flow algorithm when n = 100,
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Fig. 7. Small-scale network: Max-Flow, Max-Degree and ILP k-monitor-
ing algorithms under grid uniform deployment, irregular radio range,
n = 25, k = 2, w = 40.
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Fig. 8. Large-scale network: Max-Flow k-monitoring algorithm under
grid uniform deployment, irregular radio range, n = 100, w = 40, k = 1, 2 or
3.

3 The average transmission range of a sensor node is the average distance
from the vertices of the polygon to the sensor node. For tractability, for a
given transmission range r, we generate a polygon so that the distance from
a vertex to the sensor node is uniformly distributed in [0.6r,1.4r], and the
average distance from the vertices to the sensor node is in [0.9r,1.1r] (i.e.,
we allow the average transmission range of the generated polygon to have
a relative error within 10%).
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k = 2, and the workload w is 40 or 1 (i.e., no limit on the
workload). We observe that the number of monitors re-
quired when w = 40 is similar to that when w =1, when
the transmission range is short; it is slightly worse when
the transmission range is large. This is because the number
of sensor nodes that have overlapping coverage regions is
below 40 when the transmission range is short, and hence
allowing larger workload does not help reduce the number
of required monitors.

Last, we investigate the requirement on the range of the
non-interfering channel (used by the monitors to commu-
nicate with each other, see Section 3) so that the placed
monitors form a connected graph. As expected, the re-
quired range tends to be larger when the number of placed
monitors is smaller. In our simulation, the required range
in the large-scale network is 60–300 m under grid uniform
deployment and 80–380 m under uniform random deploy-
ment over all the simulation runs when using these three
algorithms. These requirements can be easily satisfied by
long-range radios [23].

6. Conclusion

In this paper, we formulated a k-monitoring problem for
sensor network monitoring. We proved that this problem is
NP-hard and proposed three algorithms, ILP, Max-Flow, and
Max-Degree k-monitoring algorithms. The Max-Flow based
algorithm has an approximation ratio of ln(kn), while the
Max-Degree based algorithm uses a simple heuristic and
has much shorter running time. We evaluated the perfor-
mance of these three algorithms using extensive simulation.
In small-scale networks, the latter two algorithms provide
results close to the optimal solution from the ILP for
relatively dense networks. In large-scale networks, the per-
formance of these two algorithms are similar, and for
relatively dense networks, the number of monitors required
by both algorithms is close to the lower bound.
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Appendix A. NP-hard proof

Theorem 3. The k-monitoring problem is NP-hard even for
k = 1 and unlimited w.

Proof. We prove this theorem by reducing a known NP-
hard problem, geometric r-center problem [8]4, to the k-
monitoring problem. In geometric r-center problem, we
are given a constant r, a set of nodes to be served, a set of
candidate centers, and the distance from a center to a node
(the nodes and centers are in the same plane and the dis-
tances satisfy triangular inequality). Let V denote the set of
nodes, C denote the set of centers, and d(v,c) denote the dis-
tance from v to c, v 2 V, c 2 C. The goal is to find a subset of
centers, C0 # C and jC0j = r, so that maxv2V minc2C0dðv ; cÞ is
minimized.

Our reduction is by showing that we can devise an
optimal algorithm for r-center problem from an optimal
algorithm for the k-monitoring problem. Suppose we have
an optimal algorithm, Ak, for the k-monitoring problem.
We next show that we can devise an optimal algorithm, Ar,
for the r-center problem. In the r-center problem, suppose
jVj = n and jCj = m. We order the distance from a node to a
center in non-decreasing order and denote them as
d1 6 d2� � �6dmn. Then for a given di, the corresponding
k-monitoring problem is as follows. The sensor node set is
V, the candidate monitor set is C, k = 1, w is not limited, and
a monitor can serve a sensor node if and only if its distance
to the sensor node is within di. This instance can be solved
using Ak, and let Mi denote the set of monitors in
the optimal solution. We devise an algorithm, Ar, for the
r-center problem as follows. It uses Ak to solve the
k-monitoring problem by using increasingly larger di’s.
That is, it starts with d1, and then uses d2, and so on. The
minimum di where jMij 6 r is an optimal solution for the
r-center problem (C0 ¼ Mi;maxv2V minc2C0dðv ; cÞ ¼ di). h

Appendix B. Approximation ratio of the Max-Flow
k-monitoring algorithm

We now prove that the Max-Flow k-monitoring algo-
rithm has an approximation ratio of ln(kn). Our proof fol-
lows that in [2] and takes into account that each node
needs to be monitored by k monitors.

Recall that Mc denotes the set of candidate monitors, M
denotes the set of monitors when the algorithm termi-
nates. Let Mi denote the set M at the beginning of the i-th
iteration, where M0 = ;. Consider the situation at the begin-
ning of iteration i, and let M = Mi. Let M� be an optimal
choice of monitors for the given instance and let u� be
the corresponding optimal assignment. We define TI and
TO as follows:
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Fig. 9. Large-scale network: Max-Flow k-monitoring algorithm under
grid uniform deployment, irregular radio range, n = 100, k = 2, w = 40 or1
(no limit on w).

4 This is denoted as geometric K-center problem in the literature; we use
r to replace K to avoid confusion with the parameter k in the k-monitoring
problem.
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TI ¼ M \M�;

TO ¼ ðMc nMÞ \M�:

Since each sensor node needs to be monitored by k moni-
tors, for convenience, we map a sensor node to k virtual
sensor nodes; each virtual sensor node needs to be moni-
tored by a single monitor. Let V0 denote the set of virtual
sensor nodes. Then jV0j = kjVj. Given an assignment u(v)
for sensor node v, it is straightforward to find the corre-
sponding assignment for v’s virtual sensor nodes. In the
following, with a slight abuse of notation, we use u and
u� to refer to the assignment to virtual sensor nodes. More
specifically, if the monitor for virtual sensor node v 2 V0 is
m, we denote it as u(v) = m. For a given assignment u,
let Su(m) denote the set of virtual sensor nodes that m
monitors. That is

SuðmÞ ¼ fv jv 2 V 0;uðvÞ ¼ mg:
For assignment u, let ki denote the number of vi’s virtual
sensor nodes that have been monitored (i.e., (k � ki) of
vi’s virtual sensor nodes are not monitored yet), and let
U(u) denote the set of virtual sensor nodes that are not
monitored. Then

jUðuÞj ¼
X
8v i2V

ðk� kiÞ:

We define

XðM;uÞ ¼ jUðuÞj;
XðMÞ ¼min

8u
fXðM;uÞg:

Then X(M) denotes the minimum number of virtual sensor
nodes that are not monitored over all feasible assignments
for monitor set M. It is clear that X(M0) = kn.

Let OPT denote the set of minimal assignment for M, i.e.,
the set of assignments that provides X(M):

OPT ¼ fujXðM;uÞ ¼ XðMÞg:

For any feasible assignment u, let hit(u, u�) denote the
number of virtual sensor nodes that are monitored by the
same monitors in M� and M, namely,

hitðu;u�Þ ¼ jfv 2 V 0juðvÞ ¼ u�ðvÞgj:
Let û be an assignment in OPT, for which hitðû;u�Þ is max-
imal (among all the assignments in OPT). That is,

hitðû;u�Þ ¼maxfhitðu;u�Þju 2 OPTg:

Lemma 4. For any virtual node v 2 UðûÞ;u�ðvÞ 2 TO.

Proof. We prove this lemma by contradiction. Assume
there exists a virtual node v 2 UðûÞ such that

u�ðvÞ ¼ m;m 2 TI:

Clearly, jSûðmÞj ¼ w, for otherwise we can assign v to m,
reducing X(M). Since v is monitored by m in u�, and u� is
feasible, there exists a node z 2 SûðmÞ n Su� ðmÞ. Let u0 be
an assignment identical to û, except that u0(v) = u�(v),
and u0(z) is undefined (namely, we take z out of Su0 ðmÞ).
Clearly, this is a feasible assignment. Also note that
v 2 UðûÞ implies that XðM;u0Þ ¼ XðM; ûÞ ¼ XðMÞ. Thus,
u0 2 OPT. However, by the way that u0 is defined,

hitðu0;u�Þ ¼ hitðû;u�Þ þ 1, contradicting with the
assumption that û maximizes hit(u,u�) among all the
assignments in OPT. h

Lemma 5. There exists a monitor m 2 TO such that

Su� ðmÞ \ UðûÞ
�� ��P jUðûÞjjTOj

:

Proof. By Lemma 4,

UðûÞ ¼ [m2TO Su� ðmÞ \ UðûÞ
� �

:

Since Su� ðmÞ–Su� ðm0Þ for m – m0 (each virtual sensor node
can only be monitored by a single monitor), we have

jUðûÞj ¼
X

m2TO

Su� ðmÞ \ UðûÞ
�� ��:

Following the pigeonhole principle, at least one of the
terms in the summation is of jUðûÞj=jTOj or more. h

Lemma 6

XðMiþ1Þ 6 XðMiÞ 1� 1
M�j j

� �

Proof. Let m0 be the monitor whose existence is asserted
by Lemma 5. Let M0 = M [ {m}. Define u0 to be an assign-
ment that is equivalent to û except that if u�(v) = m0 and
v 2 UðûÞ, then set u0(v) = m0. Then every vertex that is
now in Su0 ðm0Þ decreases X(M) by 1 (since every such vertex
is unassigned in û). Furthermore, the feasibility of u�

assures that m0 monitors no more than w virtual sensor
nodes in u0, and thus u0 is feasible. Therefore,

XðM0Þ 6 XðM0;u0Þ
6 XðM; ûÞ � jSu� ðm0Þ \ UðûÞj 6 XðMÞ � jSu� ðm0Þ \ UðûÞj:

By Lemma 5, for m0 and M0 defined above,

XðM0Þ6XðMÞ�jUðûÞjjTOj
¼XðMÞ 1� 1

jTOj

� �
6XðMÞ 1� 1

jM�j

� �
:

Since the choice of Mi+1 in the Max-Flow k-monitoring
algorithm maximizes the integral flow (i.e., it minimizes
the number of unassigned virtual nodes), we have

XðMiþ1Þ 6 XðM0Þ 6 XðMiÞ 1� 1
jM�j

� �
:

We now prove that the approximation ratio of the Max-
Flow k-monitoring algorithm is ln(kn).

Proof. From Lemma 6, we have

XðMiÞ 6 XðM0Þ 1� 1
jM�j

� �i

¼ kn 1� 1
jM�j

� �i

:

Since 1� 1
x

� �x
; x P 0 is an increasing function that con-

verges to 1/e as x approaches 1, we have

XðMiÞ 6 kne�
i
jM� j:
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Therefore, after jM�jd ln(kn)e iterations, X(Mi) 6 1 and
hence X(Mi) = 0, since X(Mi) is an integer. Since we add a
single monitor to the monitor set in each iteration, we
end up with at most jjM�jdln(kn)e monitors, thus proving
this theorem. h
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