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Abstract—In this paper, we propose two online algorithms to detect 802.11 traffic from packet-header data collected passively at a
monitoring point. These algorithms have a number of applications in real-time wireless LAN management, for instance, in detecting
unauthorized access points and detecting/predicting performance degradations. Both algorithms use sequential hypothesis tests and
exploit fundamental properties of the 802.11 CSMA/CA MAC protocol and the half-duplex nature of wireless channels. They differ in
that one requires training sets, while the other does not. We have built a system for online wireless traffic detection using these
algorithms and deployed it at a university gateway router. Extensive experiments have demonstrated the effectiveness of our
approach: the algorithm that requires training provides rapid detection and is extremely accurate (the detection is mostly within
10 seconds, with very low false-positive and false-negative ratios), the algorithm that does not require training detects 60 percent to
76 percent of the wireless hosts without any false positives, and both algorithms are lightweight, with computation and storage
overhead well within the capability of commodity equipment.

Index Terms—Wireless LAN management, wireless traffic detection, sequential hypothesis testing, TCP ACK-pairs.
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1 INTRODUCTION

THE deployment of IEEE 802.11 wireless networks
(WLANs) has been growing at a remarkable rate

during the past several years. The presence of a wireless
infrastructure within a network, however, raises various
network management and security issues. Several recent
studies address these issues [10], [11], [16], [40], [41], [19],
[27], [32] (detailed in Section 2). These studies all adopt the
approach of distributed monitoring of RF airwaves, which
has also been adopted by most commercial products (e.g.,
[1], [3], [9], [4], [2], and [8]).

An alternative approach to managing a wireless network
is through centralized monitoring at a single aggregation
point. This single monitoring point is located at the edge of
a local network (e.g., at a gateway router) and captures all
traffic coming into and getting out of the local network. This
centralized approach is scalable, requiring little deployment
costs, and is easy to manage and maintain. However, a key

challenge when using this approach for real-time network
management is online detection of wireless traffic. This is
because a local network typically supports both Ethernet
and WLAN technologies, and hence, the aggregation point
observes a mixture of wired and wireless traffic.

Online detection of wireless traffic at the aggregation
point is not an easy task. It cannot be achieved based on
IP addresses. This is because a network administrator may
not allocate separate IP address pools for wired and
wireless hosts. Even if there were separate pools, a host
with an address from the wired address pool may act as a
NAT box for a set of wireless hosts or install a wireless
router and becomes a wireless host. In this paper, we
develop two online algorithms to detect wireless traffic. Our
algorithms take advantage of timing information at the
aggregation point and can detect wireless traffic that is
behind NAT boxes or user-installed wireless routers. Our
main contributions are listed as follows:

. We extend the analysis in [37] and demonstrate that
using TCP ACK-pairs can effectively differentiate
Ethernet and wireless connections (including both
802.11b and 802.11g). Our analysis exploits funda-
mental properties of the 802.11 CSMA/CA MAC
protocol and the half-duplex nature of wireless
channels.

. We develop two online algorithms to detect wireless
traffic. Both algorithms use sequential hypothesis
tests and make prompt decisions as TCP ACK-pairs
are observed at the monitoring point. One algorithm
requires training data, while the other does not. To
the best of our knowledge, ours are the first set of
passive online techniques that detect wireless traffic.

. We have built a system for online detection of
wireless traffic using the above algorithms and
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deployed it at the gateway router of the University
of Massachusetts (UMass), Amherst. Extensive ex-
periments in various scenarios have demonstrated
the effectiveness of our algorithms: 1) the algorithm
that requires training makes detections mostly
within 10 seconds, and the false-positive and false-
negative ratios are close to zero, 2) the algorithm
that does not require training detects 60 percent to
76 percent of the wireless hosts without any false
positives, and 3) both algorithms have computation
and storage overhead well within the capability of
commodity equipment. We further demonstrate that
our scheme can detect connection-type switchings
and wireless networks behind a NAT box, and it is
effective even when end hosts have high CPU, disk,
or network utilizations.

Our proposed algorithms have a number of important
applications in real-time WLAN management. For instance,
they are useful to detect rogue or unauthorized access
points (APs). Suppose a host not authorized to use a
wireless network installs a rogue AP for wireless connec-
tion. The traffic of this host is captured at the aggregation
point. Using our online algorithms, a network administrator
will detect that the host uses wireless while it is not
authorized to do so and hence determines that it uses a
rogue AP. Our proposed scheme can also help to monitor
the performance of wireless hosts, which are more vulner-
able to performance problems due to the unreliable nature
of the wireless medium. More specifically, a network
administrator may identify wireless hosts in real time using
our algorithms, monitor their performance, and predict
and/or detect performance degradations.

The rest of the paper is organized as follows: Section 2
describes related work. Section 3 presents the problem
setting and a high-level description of our approach.
Section 4 analyzes TCP ACK-pairs in Ethernet and WLAN.
Sections 5 and 6 present our online algorithms and online
detection system, respectively. Sections 7 and 8 present the
experimental evaluation methodology and results, respec-
tively. Finally, Section 9 discusses several issues related to
using our algorithms, and Section 10 concludes the paper
and presents future work.

2 RELATED WORK

The study most closely related to ours is [37], which
proposes an iterative Bayesian inference technique to detect
wireless traffic based on passive measurement at an
aggregation point in an offline manner. The focus there is
on determining the extent of wireless usage and the belief
that a flow is from a wireless host. Our focus here is on
online detection of wireless traffic.

Detecting wireless traffic has also been studied in several
other efforts. However, none of them adopts a passive online
approach. Baiamonte et al. [12] use entropies to detect
wireless connections in an offline manner. Beyah et al. [13]
use visual inspection to detect wireless traffic, which cannot
be carried out automatically. Mano et al. [28] propose a
technique that requires segmenting large packets into smaller
ones to detect wireless traffic. In other studies, differentiating
wireless traffic and other types of traffics is based on active
measurements [39] or certain assumptions about wireless
links (such as very low bandwidth and high loss rates) [18].

Several recent studies focus on WLAN management.
Adya et al. [10] present a client-based architecture to detect
and diagnose faults. Bahl et al. [11] propose using USB
devices that are attached to desktops to monitor an
enterprise WLAN. This architecture has been recently
extended to provide location-based management [16].
Yeo et al. propose a framework that merges link-level
measurement from multiple distributed air monitors for
WLAN management [40], [41]. This framework is substan-
tially extended in Jigsaw [19] and Wit [27], where the
authors provide formal and systematic techniques to
construct a global view of the network by merging and
synchronizing traces from multiple locations. Based on the
global view, Cheng et al. infer all sources of delays due to
media access and mobility for cross-layer WLAN diagnosis.
In another recent study, Sheth et al. diagnose WLAN
problems by detecting root causes at the physical layer [32].
All the above studies utilize distributed monitoring of RF
airwaves. This is also true for most commercial wireless
network management products [1], [3], [4], [2], [8]. The
rationale is that RF airwave monitoring provides detailed
low-level (i.e., PHY and MAC) information that is critical
for analyzing the behavior of a network and pinpoints the
exact causes of a fault. Our study takes the approach of
centralized monitoring at a single aggregation point. The
captured information is at higher layers (i.e., IP and
transport layers) and hence may not provide sufficient
insights into the root causes of a fault. However, as
mentioned earlier, it has a number of applications in real-
time WLAN management, e.g., in detecting rogue APs and
detecting/predicting performance degradations.

Two recent studies [42], [26] focus on a specific WLAN
management task—rogue AP detection. Yin et al. [42] use
wireless sniffers and a verifier in the wired network to
detect protected layer-3 rogue APs. Ma et al. [26] propose a
framework that combines distributed detection through
wireless sniffers and centralized detection at a gateway
router. Both studies still heavily rely on airwave monitoring
and target at detecting rogue APs only. We provide a
scalable online approach to detecting wireless traffic, which
has broader applications in real-time WLAN management.

Passive measurement at a single aggregation point falls
broadly into “measurement-in-the-middle,” i.e., measure-
ments are taken at a single point in the “middle” of the
end-to-end connections. The studies in [22] and [23] infer
end-to-end properties of a TCP connection through
measurement-in-the-middle. Our study differs in that we
focus on differentiating wired and wireless traffic.

Last, sequential hypothesis testing [35] provides an
opportunity to make decisions as data streams come in
and thus is a suitable technique for our purpose. It has also
been used for detecting portscans [24], jamming attacks [25],
and misbehavior in WLANs [30], [14].

3 PROBLEM SETTING AND APPROACH

Consider a local network (e.g., a university campus or an
enterprise network), as illustrated in Fig. 1. A monitoring
point is placed at an aggregation point (e.g., the gateway
router) of this local network, capturing traffic coming in and
going out of the network. End hosts within this network use
either wired Ethernet or 802.11 WLAN to access the
Internet. Therefore, the aggregation point captures a

WEI ET AL.: PASSIVE ONLINE DETECTION OF 802.11 TRAFFIC USING SEQUENTIAL HYPOTHESIS TESTING WITH TCP ACK-PAIRS 399

Authorized licensed use limited to: UNIVERSITY OF CONNECTICUT. Downloaded on February 20, 2009 at 13:52 from IEEE Xplore.  Restrictions apply.



mixture of wired and wireless traffic. Our goal is to detect
what hosts use WLAN inside the local network in real time.
For this purpose, we must answer the following two
questions: 1) What statistics can be used to effectively
detect wireless hosts? 2) How to detect wireless hosts in an
online manner? We next provide a high-level description on
how we address these two questions; a detailed description
is deferred to Sections 4 and 5.

We have shown that inter-ACK time is a statistic that can
be used to effectively detect wireless hosts in [37]. An inter-
ACK time is the interarrival time of a TCP ACK-pair, i.e., a
pair of ACKs corresponding to two data packets that arrive
at the monitoring point close in time. In [37], we analyze the
inter-ACK time in Ethernet and WLAN and demonstrate
that it can be used to differentiate these two connection
types. However, the analysis does not include 802.11g, since
it was not widely deployed at that time. In Section 4, we
extend the analysis in [37] to 802.11g and derive a new set of
results for Ethernet and 802.11b. Our results demonstrate
that inter-ACK times can effectively differentiate Ethernet
and WLAN (including both 802.11b and 802.11g hosts).

For online detection of wireless hosts, we develop two
lightweight algorithms (see Section 5), both using sequential
hypothesis tests and taking the inter-ACK times as input.
These two algorithms roughly work as follows: They
calculate the likelihoods that a host uses WLAN and
Ethernet as TCP ACK-pairs are observed. When the ratio
of the WLAN likelihood against the Ethernet likelihood
exceeds a certain threshold, they make a decision that the
host uses WLAN.

4 ANALYSIS OF TCP ACK-PAIRS

In this section, we extend the analysis in [37] and
demonstrate analytically that inter-ACK time can be used
to effectively differentiate Ethernet and WLAN (including
both 802.11b and 802.11g). In the following, we start from
the assumptions and settings, and then present the
analytical results. At the end, we briefly summarize the
insights obtained from the analysis.

4.1 Assumptions and Settings

The settings for our analysis are shown in Fig. 2, where an
outside sender sends data to a receiver in the local network.

In Fig. 2a, the receiver uses Ethernet; in Fig. 2b, the receiver
uses 802.11b or 802.11g WLAN. We refer to the above
settings as the Ethernet setting and the WLAN setting,
respectively. In both settings, a router resides between the
sender and the receiver and is connected to the sender by
link L2 with 100-Mbps bandwidth. The monitoring point is
between the sender and the router, tapping into link L2. In
the Ethernet setting, the router and the receiver are
connected by link L1 with 100-Mbps bandwidth. In the
WLAN setting, an AP resides between the router and the
receiver. The AP and the router are connected by link L1

with 100-Mbps bandwidth, and the receiver is connected to
the AP using 11-Mbps 802.11b or 54-Mbps 802.11g. In
both the Ethernet and WLAN settings, the router’s queues
for incoming data packets and ACKs are modeled as
M=D=1 queues. Let QD and QA denote the queues for data
and ACKs, respectively. The utilizations of QD and QA are
�D and �A, respectively.

We assume that the receiver implements the TCP
delayed-ACK policy,1 since this policy is commonly used
in practice [31], [7]. To accommodate the effects of delayed
ACK, we consider four data packets P1, P2, P3, and P4,
each of 1,500 bytes, sent back to back from the sender.
Without loss of generality, we assume that packet P1 is
acknowledged. Since we assume delayed ACK, packet P3 is
also acknowledged. Let A1 and A3 denote the ACKs
corresponding to packets P1 and P3, respectively. Then,
A1 and A3 form an ACK-pair. Let �A represent the inter-
ACK time of A1 and A3 at the monitoring point. Let �
denote the interarrival time of the data packets P1 and P3 at
the monitoring point. Then, � ¼ 120� 2 ¼ 240 �s since
each Pi ði ¼ 1; . . . ; 4Þ is 1,500 bytes and the bandwidth of
link L2 is 100 Mbps.

Intuitively, the random backoff mechanism in 802.11 (i.e.,
a host must wait for a random backoff interval to transmit
[21]) and the half-duplex nature of wireless channels (i.e.,
data packets and ACKs contend for media access at a
wireless host) may lead to larger inter-ACK times in WLAN
than those in Ethernet. To demonstrate analytically that this
is indeed the case, we consider the following worst case
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Fig. 1. Problem setting: a monitoring point at an aggregation point (e.g.,
the gateway router) captures incoming traffic and outgoing traffic. Our
goal is to detect wireless hosts in real-time based on passive measure-
ments at the monitoring point. This figure also illustrates a scenario
where a host not authorized to use the WLAN installs a rogue AP.

Fig. 2. Settings for the analysis. (a) Ethernet. (b) WLAN (802.11b or
802.11g). The dashed rectangle between the sender and the router
represents the monitoring point. The pair of ACKs, A1 and A3, forms an
ACK-pair.

1. That is, a receiver releases an ACK after receiving two packets or if the
delayed-ACK timer is triggered after the arrival of a single packet.
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scenarios (in terms of differentiating Ethernet and WLAN
hosts). In the Ethernet setting, we assume cross traffic
traversing both queues, QD and QA, at the router so that the
Ethernet link may be heavily utilized. In the WLAN setting,
the wireless link between the AP and the receiver is under
idealized conditions, i.e., the channel is perfect, and is only
used by the AP and the receiver. As we shall see, even in the
above scenarios, the inter-ACK times of WLAN are
generally larger than those of Ethernet and, hence, can be
used to differentiate WLAN and Ethernet connections.

4.2 Analysis of Ethernet

We next present two theorems on inter-ACK times in the
Ethernet setting. Their proofs are found in Appendices A
and B, respectively.

Theorem 1 (Inter-ACK time distribution for Ethernet). In the
Ethernet setting, when 0<�D, �A�1, P ð�A>600�sÞ<0:18.

Theorem 2 (Median Inter-ACK time for Ethernet). Let
f�A

i g
n
i¼1 denote an independent and identically distributed

(i.i.d.) sequence of n inter-ACK times from a host (they can be
from different TCP flows) in the Ethernet setting. Let �n:5ð�AÞ
denote the sample median of f�A

i g
n
i¼1. Then, when 0 < �D,

�A � 1 and 43 � n � 100, we have P ð�n0:5ð�AÞ � 600 �sÞ�1.
Furthermore, limn!1 P ð�n:5ð�AÞ � 600 �sÞ ¼ 1.

Both of the above theorems will be used explicitly to
construct a sequential hypothesis test in Section 5.2.

4.3 Analysis of 802.11b WLAN

We now analyze the inter-ACK time distribution in the
802.11b WLAN setting. As mentioned earlier, we assume
idealized conditions; that is, the wireless channel between the
AP and the receiver is perfect, and there is no contention from
other wireless nodes. For 11-Mbps 802.11b, the transmission
overhead for a TCP packet with zero payload is 508 �s, which
includes the overhead to transmit physical-layer, MAC-
layer, IP, and TCP headers, the overhead for ACK transmis-
sion, and the durations of one SIFS and DIFS [20]. The slot
time is 20�s, and a wireless device waits for a random backoff
time uniformly distributed in [0, 31] time slots (i.e., [0, 620]�s)
before transmitting a packet. Therefore, the MAC service time
(i.e., the sum of the constant transmission overhead and the
random backoff time) of a data packet of 1,500 bytes is
uniformly distributed in [1,570, 2,190] �s. The MAC service
time of an ACK of 40 bytes is uniformly distributed in [508,
1,128] �s. We have the following theorem for the 802.11b
WLAN setting; the proof is found in Appendix C.

Theorem 3 (Inter-ACK time distribution for 802.11b). In
the 802.11b WLAN setting, under idealized conditions,
P ð�A > 600 �sÞ > 0:96.

4.4 Analysis of 802.11g WLAN

We next show that 54-Mbps 802.11g WLAN generally has
larger inter-ACK times than 100-Mbps Ethernet although
they have comparable bandwidths. We again assume ideal
conditions. For 54-Mbps 802.11g, the transmission overhead
for a TCP packet with zero payload is 103 �s. The slot time
is 9 �s. The receiver waits for a random backoff time
uniformly distributed in [0, 15] time slots (i.e., [0, 135] �s)
before transmitting a packet. Therefore, the MAC service
time of a data packet (1,500 bytes) is uniformly distributed

in [325, 460] �s; the MAC service time of an ACK (40 bytes)
is uniformly distributed in [109, 244] �s. We have the
following theorem for the 802.11g WLAN setting; the proof
is found in Appendix D.

Theorem 4 (Inter-ACK time distribution for 802.11g). In
the 802.11g WLAN setting, under idealized conditions,
P ð�A > 600 �sÞ > 0:45.

4.5 Summary of Analysis

The above analysis demonstrates that even when a WLAN is
under idealized conditions while an Ethernet LAN is fully
utilized, using TCP ACK-pairs can effectively differentiate
Ethernet and WLAN connections: for Ethernet, less than
18 percent of the inter-ACK times exceed 600 �s, while for
802.11b and 802.11g, at least 96 percent and 45 percent of the
inter-ACK times exceed 600 �s, respectively (see Theorems 1,
3, and 4). Under more realistic conditions (e.g., noisy
wireless channel and with contention), the inter-ACK times
in WLAN may be even larger than those in Ethernet.

5 ONLINE DETECTION ALGORITHMS

In this section, we develop two online algorithms to detect
wireless hosts based on our analysis in the previous section.
Both algorithms use a sequential hypothesis test technique
and take the inter-ACK times as the input. The first
algorithm requires knowing the inter-ACK time distribu-
tions for Ethernet and WLAN traffic a priori. The second
algorithm does not have such a requirement. Instead, it is
directly based on Theorems 1 and 2 (see Section 4). We refer
to these two algorithms as the sequential hypothesis test with
training and the sequential hypothesis test without training,
respectively. The algorithm without training, although not
as powerful as the one with training (see Section 8), is
suitable for scenarios where the inter-ACK time distribu-
tions are not available a priori (e.g., in organizations with no
authorized wireless networks, where detecting wireless
traffic is crucial since the presence of wireless traffic implies
rogue APs and, hence, severe security threats).

We now describe these two algorithms in detail. Both
algorithms use at most N ¼ 100 ACK-pairs to make a
decision (i.e., whether the connection is Ethernet or WLAN)
to accommodate the scenarios where a host switches
between Ethernet and WLAN connections.

5.1 Sequential Hypothesis Test with Training

Algorithm 1. Sequential hypothesis test with training

n ¼ 0, lE ¼ lW ¼ 0

loop

Identify an ACK-pair

n ¼ nþ 1

pn ¼ P ð�A
n ¼ �An j EÞ, qn ¼ P ð�A

n ¼ �An jWÞ
lE ¼ lE þ log pn, lW ¼ lW þ log qn
if lW � lE > logK then

Report WLAN, n ¼ 0, lE ¼ lW ¼ 0.

else if lW � lE < � logK then

Report Ethernet, n ¼ 0, lE ¼ lW ¼ 0.

else if n ¼ N then

Report undetermined, n ¼ 0, lE ¼ lW ¼ 0.

end if

end loop
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We have demonstrated that the inter-ACK time distribu-
tions for Ethernet and WLAN differ significantly (see
Section 4). When these distributions are known, we can
calculate the likelihoods that a host uses Ethernet and
WLAN, respectively, given a sequence of observed inter-
ACK times. If the likelihood of using WLAN is much larger
than that of using Ethernet, we conclude that the host uses
WLAN (and vice versa).

We now describe the test in more detail. Let f�Ai g
n
i¼1

represent a sequence of inter-ACK time observations from
a host and f�A

i g
n
i¼1 represent their corresponding random

variables. Let E and W represent respectively the events
that a host uses Ethernet and WLAN. Let LE ¼ P ð�A

1 ¼
�A1 ;�

A
2 ¼ �A2 ; . . . ;�A

n ¼ �An j EÞ be the likelihood that this
observation sequence is from an Ethernet host. Similarly,
let LW ¼ P ð�A

1 ¼ �A1 ;�A
2 ¼ �A2 ; . . . ;�A

n ¼ �An j WÞ be the
likelihood that the observation sequence is from a WLAN
host. Let pi ¼ P ð�A

i ¼ �Ai j EÞ be the probability that the
ith inter-ACK time has value �Ai given that it is from an
Ethernet host. Similarly, let qi ¼ P ð�A

i ¼ �Ai jWÞ be the
probability that the ith inter-ACK time has value �Ai given
that it is from a WLAN host. Both pi and qi are known,
obtained from the inter-ACK time distributions for
Ethernet and WLAN traffic, respectively. Assuming that
the inter-ACK times are i.i.d., we have

LE ¼P �A
1 ¼ �A1 ; . . . ;�A

n ¼ �An j E
� �

¼
Yn
i¼1

pi;

LW ¼P �A
1 ¼ �A1 ; . . . ;�A

n ¼ �An jW
� �

¼
Yn
i¼1

qi:

This test updates LW and LE as an ACK-pair is observed.
Let K > 1 be a threshold. If after the nth ACK-pair, the
ratio of LW and LE is over the threshold, i.e., LW=LE > K,
then the host is classified as a WLAN host. If
LW=LE < 1=K, then the host is classified as an Ethernet
host. If neither decision is made after N ACK-pairs, the
connection type is classified as undetermined. In our
implementation of the algorithm, for convenience, we use
log-likelihood function lw ¼ logðLW Þ and lE ¼ logðLEÞ
instead of the likelihood function.

This test is summarized in Algorithm 1, where N ¼ 100.
As we can see, it has very little computation and storage
overhead—it only stores the current likelihoods for Ethernet
and WLAN for each IP address being monitored.

5.2 Sequential Hypothesis Test without Training

Algorithm 2. Sequential hypothesis test without training

m ¼ n ¼ 0

loop

Identify an ACK-pair

n ¼ nþ 1

m ¼ mþ 1ð�An � 600 �sÞ
p̂ ¼ m=n
if p̂ = 1 and n > � logK

log � then

Report WLAN, m ¼ n ¼ 0.

else if n < mðlog p̂�log �þlogð1��Þ�logð1�p̂ÞÞ�logK
logð1��Þ�logð1�p̂Þ then

Report WLAN, m ¼ n ¼ 0.

else if n � 43 and p̂ � 0:5 then

Report WLAN, m ¼ n ¼ 0.
else if n ¼ N then

Report undetermined. m ¼ n ¼ 0.

end if

end loop

This test does not require knowing the inter-ACK time
distributions for Ethernet and WLAN hosts a priori.
Instead, it leverages the analytical results that the prob-
ability of an inter-ACK time exceeding 600 �s is small for
Ethernet hosts, while it is much larger for WLAN hosts (see
Section 4). In the following, we first construct a likelihood
ratio test [15] and then derive from it a sequential
hypothesis test.

The likelihood ratio test is described as follows: Let p be
the probability that an inter-ACK time exceeds 600 �s, that
is, p ¼ P ð�A > 600 �sÞ. By Theorem 1, we have p < � ¼ 0:18
for the Ethernet host. Therefore, if the hypothesis p < � is
rejected by the inter-ACK time observation sequence, we
conclude that this host does not use Ethernet and hence
uses WLAN. More specifically, consider two hypotheses,
H0 and Ha, representing respectively the null hypothesis
that a host uses Ethernet and the alternative hypothesis that
the host uses WLAN. For a sequence of inter-ACK time
observations f�Ai g

n
i¼1, let m be the number of observations

that exceed 600 �s. Let K > 1 be a threshold. Then, the
likelihood ratio test rejects the null hypothesis H0 when

� ¼
sup0�p�� p

mð1� pÞn�m

sup0�p�1 p
mð1� pÞn�m <

1

K
:

In the middle term above, the numerator is the maximum
probability of having the observed sequence (which has
m inter-ACK times exceeding 600 �s) computed over
parameters in the null hypothesis (i.e., 0 � p � �); the
denominator is the maximum probability of having the
observed sequence over all possible parameters (i.e.,
0 � p � 1). If � < 1=K, that is, there are parameter points
in the alternative hypothesis for which the observed sample
is much more likely than for any parameter points in the
null hypothesis, the likelihood ratio test concludes that H0

should be rejected. In other words, if � < 1=K, the
likelihood ratio test concludes that the host uses WLAN.

We now derive a sequential hypothesis test from the
above likelihood ratio test. Let p̂ ¼ m=n, where m is the
number of inter-ACK times exceeding 600 �s, and n is
the total number of inter-ACK times. It is straightforward to
show that p̂ is the maximum likelihood estimator of p, i.e.,
sup0�p�1 p

mð1� pÞn�m is achieved when p ¼ p̂. When p̂ � �,
we have sup0�p�� p

mð1� pÞn�m¼sup0�p�1 p
mð1� pÞn�m, and

hence, � ¼ 1 > 1=K. In this case, the null hypothesis H0 is
not rejected. Therefore, we only consider the case where
� < p̂, which can be classified into two cases:

Case 1. � < p̂ < 1. In this case, to reject the null
hypothesis H0, we need

p̂mð1� p̂Þn�m

�mð1� �Þn�m > K;

which is equivalent to

n <
m log p̂� log �þ logð1� �Þ � logð1� p̂Þð Þ � logK

logð1� �Þ � logð1� p̂Þ : ð1Þ
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Case 2. p̂ ¼ 1. In this case, to reject the null hypothesis H0,
we need

1

�n
> K;

which is equivalent to

n > � logK

log �
: ð2Þ

When K ¼ 106 and � ¼ 0:18, from (2), we have n � 8. This
implies that we need at least eight ACK-pairs to detect a
WLAN host for the above setting.

In addition to conditions (1) and (2), we also derive a
complementary condition to reject the null hypothesis H0

directly from Theorem 2. Theorem 2 states that, when the
number of inter-ACK observations n is between 43 and
100, we have P ð�n0:5ð�AÞ � 600 �sÞ � 1 for Ethernet hosts.
Therefore, an additional condition to reject H0 is when
43 � n � 100 and p̂ > 0:5 (because this condition implies
that at least half of the inter-ACK observations exceed
600 �s, that is, �n0:5ð�AÞ > 600 �s, which contradicts
Theorem 2).

We combine the above three conditions to construct a
sequential hypothesis test as shown in Algorithm 2, where
1ð�Þ is the indicator function, andN ¼ 100. As we can see, this
test has very little computational and storage overhead—it
only stores the total number of inter-ACK times and the
number of inter-ACK times exceeding 600 �s for each
IP address being monitored. Last, note that it only reports
WLAN hosts, while the sequential hypothesis test with
training reports both WLAN and Ethernet hosts.

6 ONLINE DETECTION SYSTEM

We now describe the design of a system for online detection
of wireless traffic. This system consists of two major
components, as illustrated in Fig. 3. The data capturing
component collects incoming and outgoing packet headers.
These packet headers are then passed on to the online
detection engine, where WLAN hosts are detected using the
algorithms described in Section 5. We next describe the
online detection engine, the core component in the system,

in more detail. Afterward, we describe how to identify
ACK-pairs in real time and obtain inter-ACK time
distributions beforehand.

6.1 Online Detection Engine

The online detection engine makes detections on a per-host
(or IP address) basis. Since TCP data packets and ACKs
come in on a per-flow basis and a host may have multiple
simultaneous active TCP flows,2 the online detection engine
maintains a set of data structures in memory, each
corresponding to an active TCP flow. We name the data
structure as an unacked-data-packet queue since it stores the
information on all the data packets that have not been
acknowledged by the receiver. Each item in a queue
represents a data packet in the corresponding active flow.
It records the sequence number (4 bytes), the time stamp
(8 bytes), and the size (2 bytes) of the packet. In addition,
the online detection engine also records the latest ACK for
each TCP flow in memory. This information is used to
identify ACK-pairs as follows: For each incoming ACK, the
online detection engine finds its corresponding unacked-
data-packet queue (using a hash function for quick lookup)
and then matches it with the items in the queue to identify
ACK-pairs. Once an ACK-pair is identified, depending on
whether training data is available, it is fed into our
algorithm (sequential hypothesis test with or without
training) to determine whether the host uses WLAN.

The memory requirement of the online detection system
mainly comes from storing the unacked-data-packet
queues. Each queue contains no more than M items, where
M is the maximum TCP window size (since an item is
removed from the queue once its corresponding ACK
arrives). In our experiments, we find that 90 percent of the
queues contain less than three items (see Section 8.3),
indicating that the memory usage of this online detection
system is low.

6.2 Online Identification of TCP ACK-Pairs

As described earlier, two successive ACKs form an ACK-
pair if the interarrival time of their corresponding data
packets at the monitoring point is less than a threshold T
(chosen as 240 �s or 400 �s in our system; see Section 8).
Taking account of several practical issues, we further impose
the following additional restrictions when identifying ACK-
pairs. First, we exclude all ACKs whose corresponding data
packets have been retransmitted or reordered. Second, to
ensure that two ACKs are successive, we require that the
difference of their IPIDs to be no more than one.3 Third, we
require that the ACKs are for relatively large data packets (of
size at least 1,000 bytes) to be consistent with the assumption
of our analysis (in Section 4). We also exclude ACKs due to
expiration of delayed-ACK timers (if delayed ACK is
implemented) since such an ACK is not released immedi-
ately after its corresponding data packet, and hence, the
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Fig. 3. Online wireless-traffic detection system.

2. We define a flow that has not terminated and has data transmission
during the last minute as an active flow.

3. The IPID field carries a copy of the current value of an IPID counter in
a host’s IP stack. Many commercial operating systems maintain a single
IPID counter that is incremented whenever a new IP packet is generated;
other systems implement an IPID counter as a per-flow counter, a random
number, or a constant [17]. Our IPID restriction is most effective when a
host uses a single IPID counter. It is also helpful when a host uses per-flow
counters. We do not impose this restriction when IPID is not monotonically
increasing.
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interarrival time of this ACK and its previous ACK does not
reflect the characteristics of the access link. We use the
technique in [36] to infer whether delayed ACK is
implemented, which further requires that the inter-ACK
time of an ACK-pair to be below 200 ms.

6.3 Obtaining Inter-ACK Time Distributions
Beforehand

To apply the sequential hypothesis test with training, we
need to know the inter-ACK time distributions for Ethernet
and WLAN beforehand. In general, the inter-ACK time
distribution for a connection type can be acquired from a
training set, which contains TCP flows known to use this
connection type. We detail how we construct training sets
for our experimental evaluation in Section 7.2; training sets
for other networks can be constructed in a similar manner.

7 EVALUATION METHODOLOGY

We evaluate the performance of our online detection
algorithms through extensive experiments. In this section,
we describe our evaluation methodology, including the
measurement equipment, training sets, test sets, and offline
and online evaluation.

7.1 Measurement Equipment

Our measurement equipment consists of a commodity PC,
installed with a DAG card [6] to capture packet headers. It
is placed at the gateway router of UMass, Amherst,
connected via an optical splitter to the access link that
connects the campus network to the commercial network.
The TCP and IP headers of all the packets that traverse this
link are captured by the DAG card, along with the current
time stamp. The captured data are streamed to our online
detection algorithms, which are running on the commodity
PC. The PC has three Intel Xeon Y 2.80-GHz CPUs (cache
size of 512 Kbytes), 2-Gbyte memory, and SCSI hard disks.

7.2 Training Sets

Training sets are required to obtain inter-ACK time
distributions (see Section 6.3). We construct training sets
for our experimental evaluation as follows: First, based on
our knowledge on the UMass campus network, we identify
E and W, denoting the set of IP addresses known to use
Ethernet and WLAN, respectively. The set E consists of
IP addresses for hosts using 100-Mbps Ethernet in the
Computer Science Department. The set W consists of
IP addresses that are reserved for the campus public
WLAN (an 802.11 network providing wireless access to
campus users at public places such as the libraries, campus
eateries, etc.). The numbers of IP addresses in E and W are
648 and 1,177, respectively. The training set for Ethernet (or
WLAN) is constructed by extracting TCP flows destined to
hosts in E (or W) from a trace collected at the monitoring
point. The trace for Ethernet was collected between
February and April 2005. In early 2006, 802.11g APs were
deployed on the UMass campus, and more users started to
use 802.11g. Therefore, we collected a new set of traces on
9/29/2006 for WLAN. Note that the training set for WLAN
contains a mixture of 802.11b and 802.11g traffic since a host
can use either 802.11b or 802.11g, depending on whether its
wireless card and its associated AP support 802.11g.

From the training set (for Ethernet or WLAN), we identify
a sequence of ACK-pairs and discretize the inter-ACK times

to obtain the inter-ACK time distribution. The discretization
is described as follows: We divide the range from 0 to 1 ms
into 50-�s bins and divide the range from 1 ms to 200 ms
(which is the maximum value for inter-ACK times) into 1-ms
bins. Fig. 4 plots the Cumulative Distribution Functions
(CDFs) of the inter-ACK times for Ethernet and WLAN,
where the threshold T ¼ 240 �s. We observe that 2.5 percent
of the inter-ACK times for Ethernet hosts are above 600 �s,
while 59.0 percent of the inter-ACK times for WLAN hosts
are above 600 �s, confirming our analytical results in
Section 4 (for Ethernet, the observed value is lower than
the analytical result because our analysis is very conserva-
tive; for WLAN, the observed value is between the analytical
results for 802.11b and 802.11g since the training set contains
both types of wireless traffic).

7.3 Test Sets

To validate that our algorithms can detect WLAN hosts and
do not misclassify Ethernet hosts, we construct a WLAN
and an Ethernet test set, containing IP addresses known to
use WLAN and Ethernet, respectively. The WLAN test set
contains the IP addresses (of 1,177 addresses) reserved for
the campus public WLAN. The Ethernet test set contains
the IP addresses of a subset of Dell desktops that use
Ethernet in the Computer Science building. It contains
258 desktops, each with documented IP address,
MAC address, operating system, and location information
for ease of validation. Among these desktops, 35 percent of
them use different versions of the Windows operating
system (e.g., Windows 2000, Windows ME, and Windows
XP); the rest use different variants of Linux and Unix
operating systems (e.g., RedHat, Solaris, CentOS, and
Fedora Core). These hosts are three hops away from the
university gateway router (and the monitoring point).

In addition to these two test sets, we further investigate
whether our schemes can detect connection-type switchings
and wireless traffic behind a NAT box by conducting
additional experiments in the Computer Science Department.
The total IP space monitored in our experimental evaluation
has 3,217 addresses: 1,177 addresses in the WLAN test set and
2,540 addresses in the Computer Science Department.

7.4 Offline and Online Evaluation

We evaluate both the offline and online performance of our
algorithms. In the offline evaluation, we first store the traffic
measurements (to the hard disk) and then apply our
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Fig. 4. Ethernet and WLAN inter-ACK time distributions obtained from
training sets ðT ¼ 240 �sÞ.

Authorized licensed use limited to: UNIVERSITY OF CONNECTICUT. Downloaded on February 20, 2009 at 13:52 from IEEE Xplore.  Restrictions apply.



algorithms on the collected trace. In the online evaluation,
we run our algorithms while capturing the data at the
measurement point. The offline evaluation, although not
capturing the targeted operation mode of our algorithms,
allows us to investigate the impact of various parameters
(e.g., T , the threshold to identify ACK-pairs, and K, the
threshold in the sequential hypothesis tests). The online
evaluation investigates the performance of our algorithms
in their targeted operation mode.

8 EXPERIMENTAL EVALUATION

We now describe our experimental results. In our experi-
ments, the online detection algorithms make a decision
(i.e., detecting WLAN, Ethernet, or undetermined) using at
most N ACK-pairs, N ¼ 100. A decision of WLAN or
Ethernet is referred to as a detection. The time it takes to
make a detection is referred to as the detection time. The
correct detection ratio is the total number of correct detections
over the total number of detections.

In the following, we first evaluate the performance (in
accuracy and promptness) of our online detection algo-
rithms (Sections 8.1 and 8.2). We then investigate the
scalability of our approach (Section 8.3). Afterward, we
demonstrate that our approach is effective in detecting
wireless traffic behind a NAT box (Section 8.4). Last, we
show that our approach can quickly detect connection-type
switchings (Section 8.5) and is robust to high CPU, disk, or
network utilizations at end hosts (Section 8.6).

8.1 Performance of the Sequential Hypothesis Test
with Training

We now investigate the performance of the sequential
hypothesis test with training. The Ethernet and WLAN
inter-ACK time distributions required by this algorithm are
obtained as described in Section 7.2. We describe results
from both offline and online evaluations.

8.1.1 Offline Evaluation

We collect measurements on three consecutive days, from
10/18/2006 to 10/20/2006. For each day, the duration of
the trace is 6 to 7 hours. The threshold to identify ACK-
pairs, T , is either 240 �s or 400 �s. The threshold to decide a
host’s connection type, K, is 104, 105, or 106. We only
describe the results for the trace collected on 10/20/2006;
the results for the other two days are similar.

Tables 1 and 2 present the detection results for the
WLAN and Ethernet test sets, respectively. In both cases,
we observe that the detection results are similar under
different values of T and K, indicating that our algorithm
is insensitive to the choice of parameters. For all values of
T and K, the detection results are extremely accurate with
a correct detection ratio above 99.38 percent. On the
average, it takes less than 10 ACK-pairs (corresponding
to 250-347 data packets) to make a detection for WLAN and
less than 20 ACK-pairs (corresponding to 87-124 data
packets) for Ethernet. The larger number of data packets
for detecting a WLAN host can be explained as follows:
Inter-ACK times in WLAN tend to be large (compared to
those in Ethernet), thus leading to large interarrival times
between newly triggered data packets (due to TCP’s self-
clocking mechanism). When interarrival times of data
packets exceed the threshold T , the corresponding ACKs
do not qualify as ACK-pairs. This is confirmed by the
lower ACK-pair ratio (i.e., the number of ACK-pairs
divided by the total number of packets) in WLAN traffic
shown in Tables 1 and 2.

The detection-time distributions for both Ethernet and
WLAN are shown in Fig. 5, where T ¼ 240 �s, and K ¼ 106.
The median detection times are around 1 second and
10 seconds for Ethernet and WLAN, respectively. The much
shorter detection time in Ethernet is due to higher ACK-pair
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TABLE 1
Offline Evaluation of the Sequential Hypothesis Test with Training: Results on WLANs (10/20/2006)

TABLE 2
Offline Evaluation of the Sequential Hypothesis Test with Training: Results on Ethernet (10/20/2006)
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ratios. We also observe some cases of long detection times

(more than 5 minutes) in the figure. They might be caused

by users’ change of activities (e.g., a user stops using the

computer to think or talk and then resume using it).
Finally, around 84 percent of ACK-pairs used in WLAN

detection and 89 percent of ACK-pairs used in Ethernet
detection are generated by Web traffic, indicating that our
approach is effective even for short flows.

8.1.2 Online Evaluation

We run our detection algorithm online on three consecutive
days, from 10/25/2006 to 10/27/2006. The evaluation on
each day lasts for 6 to 7 hours. We set T ¼ 240 �s and
K ¼ 106, representing a conservative selection of para-
meters. Table 3 presents the detection results for both test
sets. We observe consistent results as those in the offline
evaluation—the detection is highly accurate and prompt.
The average numbers of ACK-pairs and data packets
required for a detection are also consistent with those in
the offline evaluation.

8.2 Performance of the Sequential Hypothesis Test
without Training

We now examine the performance of the sequential
hypothesis test without training. It takes at most
N ACK-pairs to make a decision (i.e., detecting WLAN
or undetermined). We apply this algorithm to traces
collected between 10/18/2006 and 10/20/2006 using
T ¼ 240 �s, K ¼ 106, and N ¼ 100. For the Ethernet test
set, this algorithm detects no WLAN host for all the
traces, indicating that it has no false positives. This
demonstrates that although this algorithm is derived
using analytical results in Section 4 (in a setting where
the receiver is one hop away from the router), it is
accurate in more general settings (the Ethernet hosts in the
Computer Science building are three hops away from the
gateway router). This is not surprising since this algorithm
is based on an extremely conservative analysis (assuming
that the single Ethernet link is fully utilized). For the
WLAN test set, of all the hosts with at least one ACK-pair,
this algorithm detects 60 percent to 76 percent of them as
WLAN hosts. Table 4 presents the experimental results for
the WLAN test set. In general, this algorithm requires
more ACK-pairs and longer time to make a detection than
the algorithm that requires training.

8.3 Scalability Study

We investigate the scalability of our approach by examining
the CPU and memory usage on the PC that runs the
detection algorithms (the configuration of the PC is
described in Section 7.1). During online evaluation, we
sample the CPU usage at the measurement PC every
30 seconds. The maximum CPU usage is 9.1 percent (we
have made no special efforts to optimize our implementa-
tion), indicating that the measurement task is well within the
capability of a commodity PC. For memory usage, we
investigate the space taken by the unacked-data-packet
queues since the memory usage mainly comes from storing
these queues (see Section 6). Fig. 6 plots the CDF of the
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Fig. 5. Detection-time distributions for the trace collected on 10/20/2006
(T ¼ 240 �s, K ¼ 106, and N ¼ 100).

TABLE 3
Online Evaluation of the Sequential Hypothesis Test with Training (10/25/2006 to 10/27/2006)

TABLE 4
Evaluation of the Sequential Hypothesis Test without Training on WLANs
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maximum number of items in each queue for the trace
collected on 10/20/2006 (results for other traces are similar).
This trace was collected over 7 hours and captures 1.8 million
TCP flows for the IP addresses being monitored (the
maximum number of concurrent flows is 8,244). We observe
that most of the queues are very short: 90 percent of them
have less than three items, indicating a very low memory
usage (each data item only keeps 14 bytes of data; see
Section 6.1). However, we also observe some long queues.
We conjecture that these long queues are due to routing
changes or abnormal behaviors in the routes. As an
optimization to our online detection system, we can discard
unacked-data-packet queues longer than a certain threshold.

8.4 Detecting Wireless Networks behind NAT

We now demonstrate that our approach is equally applic-
able to detect wireless networks behind a NAT box. Note
that schemes based on MAC addresses (e.g., [9], [4],
and [10]) fail to detect this type of wireless traffic, since
all traffic going through a NAT box have the same MAC
address (i.e., the MAC address of the NAT box). We look at
NAT boxes in two settings: one configured by ourselves and
the other being used in the Computer Science Department.

8.4.1 Self-Configured NAT

We configure a Linux host A as a NAT box. Host A has two
network interfaces, an Ethernet card and a ZCOMAX
AirRunner/XI-300 802.11b wireless card. The Ethernet
interface connects directly to the Internet. The wireless card
is configured to the master mode using Host AP [5] so that
it acts as an AP. We then set up two laptops B and C to
access the Internet through the wireless card of A. When
hostB orC accesses the Internet, its packets first reach hostA.
Host A then translates the addresses of these packets and
forwards them to the Internet through its Ethernet card.

We conduct an experiment with the above setup on 10/
26/2006. The experiment lasts for about 2 minutes. We
observe 163 ACK-pairs. Among them, 92 percent of the
ACK-pairs are from Web traffic via port 80. The remaining
ACK-pairs are from port 1,935, which is used by Macro-
media Flash Communication Server MX for the Real-Time
Messaging Protocol (RTMP). The sequential hypothesis test
with training makes 37 online detections, all as WLAN host.
On the average, one detection is made for every four ACK-
pairs. The above results demonstrate that our test can
effectively detect wireless networks behind NAT boxes.

8.4.2 NATs in the Computer Science Department

Two NAT boxes in the Computer Science Department
provide a free local network to users in the department. A
host may use either Ethernet or WLAN to connect to a NAT
box. All traffic through a NAT box will have the IP address
of the NAT box. We monitor the IP addresses of these
two NAT boxes. Our offline detection (from 10/18/2006
to 10/20/2006) and online detection (from 10/25/2006 to
10/27/2006) both indicate a mixture of WLAN and Ethernet
connections. The ACK-pair ratios are higher than that of
WLAN and lower than that of Ethernet hosts, which are
consistent with the setting that these two NAT boxes
provide both WLAN and Ethernet connections.

8.5 Detecting Connection-Type Switchings

We next explore a scenario where an end host switches
between wired and wireless connections. Our goal is to
examine whether our detection approach can accurately
report the connection-type switchings. We use an IBM
laptop with both 100-Mbps Ethernet and 54-Mbps 802.11g
WLAN connections. This laptop uses a Web crawler to
download the first 200 Web files from cnn.com (8.3 Mbytes
of data) using Ethernet and then switches to WLAN to
download the first 200 Web files from nytimes.com
(6.5 Mbytes of data). This process is repeated three times.
We run the sequential hypothesis test with training using
T ¼ 240 �s, K ¼ 106, and N ¼ 100. Our algorithm makes
284 detections, 283 correct and one incorrect. The correct
detection ratio is 99.65 percent. This demonstrates that our
approach is still effective when a host switches between
using Ethernet and WLAN.

8.6 Detection under High CPU, Disk, or Network
Utilizations

We now investigate the performance of our approach when
an end host has very high CPU, disk, or network utilizations.
The reason for considering these three factors is that they
may directly and/or indirectly affect packet arrival times at
the monitoring point (e.g., a high CPU or disk utilization
affects packet generation times at the end host, which further
affects packet arrival times at the monitoring point) and
hence may affect the performance of our approach.

For the above purpose, we stress either the CPU, disk,
or network connection of an end host, while downloading
the first 200 Web files from cnn.com using a Web crawler
at the host. For each scenario, we conduct experiments for
both Ethernet and WLAN connections and detect the
connection type using the sequential hypothesis test with
training. All experiments are conducted on an IBM laptop
with both a 100-Mbps Ethernet and a 54-Mbps 802.11g
WLAN connection card.

We stress the CPU (utilization reaching 100 percent) by
running an infinite loop. For the Ethernet connection, we
observe 1,077 ACK-pairs and 53 detections. For the WLAN
connection, we observe 921 ACK-pairs and 123 detections. All
the detections are correct. We stress the hard disk by running
a virus scanning program that scans the disk. For the Ethernet
connection, we observe 1,158 ACK-pairs and 57 detections.
For the WLAN connection, we observe 872 ACK-pairs and
84 detections. Again, all the detections are correct.

To stress the network connection, we conduct two sets of
experiments, one stressing the downlink direction by
downloading a large file from the local network; the other
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Fig. 6. CDF of the number of items in the unacked-data-packet queues.
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stressing the uplink direction by uploading a large file to
the local network. Note that both cases only generate traffic
in the local network, which is not captured at the
monitoring point and hence does not interfere with data
monitoring. When stressing the downlink, we observe
848 ACK-pairs and 42 detections for the Ethernet connec-
tion and 660 ACK-pairs and 72 detections for the WLAN
connection. When stressing the uplink, we observe
438 ACK-pairs and 21 detections for the Ethernet connec-
tion and 487 ACK-pairs and 46 detections for the WLAN
connection. All the detections are correct. When stressing
either the downlink or uplink, we observe significantly less
ACK-pairs than those when stressing CPU or disk. This is
due to the cross traffic generated by the local downloading
or uploading activities. We also observe less ACK-pairs
when stressing the uplink than those when stressing the
downlink. This is because the uploading data packets may
be inserted between ACKs and lead to less ACK-pairs.

In summary, the above results indicate that our detection
approach is effective even when end hosts have high CPU,
hard disk, or network utilizations.

9 DISCUSSION

We next discuss several issues related to using our
algorithms in practice.

9.1 Heterogeneous Ethernet Backbone

The algorithm that requires training can be easily extended
to a network that supports heterogeneous Ethernet (e.g.,
10-Mpbs, 100-Mbps, and 1-Gbps Ethernet) as follows:
Consider a network that supports both 10-Mbps and 100-
Mbps Ethernet. In this case, we obtain the inter-ACK time
distributions for both 10-Mbps and 100-Mbps Ethernet
through their corresponding training sets. The algorithm
calculates two likelihood ratios, for 10-Mbps and 100-Mbps
Ethernet over WLAN, respectively. The decision is that a
host uses 10-Mbps Ethernet, 100-Mbps Ethernet, or WLAN.

9.2 Location of Monitoring Point

If an institution provides separate Ethernet and WLAN
networks (e.g., for security purposes), we need to place two
monitoring points, at the gateway routers for the Ethernet
and WLAN, respectively. If a local network is multihomed
and the incoming and outgoing traffic do not traverse the
same access link, we need to monitor multiple access links
simultaneously (recent monitoring equipment has this
capability).

9.3 Using Our Algorithms in Future Networks

A natural question is whether our algorithms will still be
effective in the future, when the bandwidths of Ethernet
and WLAN increase and WLAN might provide similar or
even higher bandwidth than Ethernet. Our algorithm that
requires training will still be effective as long as the inter-
ACK time distributions of Ethernet and WLAN are
sufficiently different. For instance, it is likely to be effective
in differentiating 100-Mbps Ethernet and the emerging
802.11n, since 802.11n still uses CSMA-CA and the wireless
channel is half duplex. Our algorithm that requires no
training is based on the analytical results of 100-Mbps
Ethernet and uses median inter-ACK time. It might become
less effective when the bandwidth of WLAN technology
approaches or exceeds the bandwidth of Ethernet.

10 CONCLUSIONS AND FUTURE WORK

In this paper, we have proposed two online algorithms, one
requires training while the other does not, to detect wireless
traffic based on real-time passive measurements collected at
a monitoring point. Extensive experiments demonstrated
that the algorithm that requires training provides rapid
detection and is extremely accurate, the algorithm that does
not require training detects 60 percent to 76 percent of the
wireless hosts without any false positives, and both
algorithms have low computation and storage overhead.
Furthermore, our scheme can detect connection-type
switchings and wireless networks behind a NAT box and
remains effective for end hosts with high CPU, disk, or
network utilizations.

As future work, we are exploring in the following three
directions: 1) optimize the implementation of our algo-
rithms for speed and even lower memory usage, 2) evaluate
the performance of our algorithms when a router shapes the
traffic (e.g., it may prioritize incoming traffic for QoS
considerations), and 3) explore the impact of mobility on
differentiating WLAN and Ethernet traffic.

APPENDIX A

PROOF OF THEOREM 1

In the Ethernet setting, we ignore the transmission time of an
ACK since it is negligible. For convenience, we introduce a
time unit of 30 �s. Measurement studies show that the
average packet size on the Internet is between 300 and
400 bytes [34], [29]. For ease of calculation, we assume that all
cross-traffic packets are 375 bytes. Then, the transmission
time of a cross-traffic packet on a 100-Mbps link is 1 time unit.

Recall that �A denotes the inter-ACK time of ACKs A1

and A3. We discretize �A using the time unit and denote the
discretized value as IA, that is, IA ¼ b�A=30c. Let �D

denote the interdeparture time of packets P1 and P3 at
queue QD (i.e., the queue at the router in the direction of
data packets). Similarly, we discretize �D and denote the
discretized value as ID, that is, ID ¼ b�D=30c. We next state
three lemmas that are used to prove Theorem 1.

Lemma 1. Let Z ¼ ID � 8. When �D ¼ 1, Z follows a Poisson
distribution with the mean of 8 time units.

Proof. ID contains two components. One component is the
transmission time of packets P1 and P2 at queue QD,
which is 2� 120=30 ¼ 8 time units. The other component
is the (discretized) transmission time of the cross-traffic
packets that arrive between P1 and P3 at queue QD,
denoted as Z. Then, Z ¼ ID � 8. By the M=D=1 queue
assumption, Z follows a Poisson distribution. Further-
more, since the interarrival time of P1 and P3 at
queue QD is 2� 120=30 ¼ 8 time units, on the average,
eight cross-traffic packets arrive between P1 and P3 at
queue QD. This is because given �D ¼ 1, the arrival rate
of cross-traffic packets at queue QD is one packet per
time unit, equal to the processing rate. Therefore, the
mean of Z is 8 time units. tu

Lemma 2. Suppose ID ¼ x time units. When �A ¼ 1, the
conditional distribution of IA given ID follows a Poisson
distribution with the mean of x time units.

Proof. From Fig. 2a, IA is the same as the interdeparture time
of ACKs A1 and A3 at queue QA. Since we assume no
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other traffic between the router and the receiver, the

interarrival time of ACKs A1 and A3 at queue QA is the

same as ID. Therefore, given that ID ¼ x time units, the

number of cross-traffic packets arriving between A1 and

A3 at queue QA follows a Poisson distribution with the

mean of x time units (following a reasoning similar to the

proof for Lemma 1). Therefore, the conditional distribu-

tion of IA given ID ¼ x follows a Poisson distribution with

the mean of x time units. tu
Lemma 3. When �D ¼ �A ¼ 1,

P ðIA � xÞ ¼
X1
y¼8

8y�8e�8

ðy� 8Þ!
Xx
i¼0

yie�y

i!
:

Proof. This follows directly from Lemmas 1 and 2. tu

We now proceed to prove Theorem 1.

Proof. We first prove the theorem when �D ¼ �A ¼ 1. Under

this condition, from Lemma 3, by direct calculation, we

have P ðIA > 20Þ ¼ P ð�A > 600 �sÞ < 0:18.
We next prove that the theorem also holds when 0 <

�D < 1 or 0 < �A < 1. When 0 < �D < 1, the interdepar-
ture time of data packets P1 andP3 at queueQD is no more
than that when �D ¼ 1. Similarly, when 0 < �A < 1, the
interdeparture time of ACKs A1 and A3 at queue QA is
no more than that when �A ¼ 1. Therefore, P ð�A >
600 �sÞ < 0:18 also holds when 0<�D<1 or 0<�A<1. tu

APPENDIX B

PROOF OF THEOREM 2

We first present a lemma that is used to prove Theorem 2.

Lemma 4. Let gðn; qÞ ¼
Pn

i¼bðnþ1Þ=2c
n
i

� �
qið1� qÞn�i. Then,

gðn; qÞ is an increasing function of q, where 0 � q � 1.

Furthermore, limn!1 gqðnÞ ¼ 1 for q > 1=2.

Proof. We first prove the monotonicity of the function
gðn; qÞ with respect to q:

@gðn; qÞ
@q

¼
Xn

i¼ ðnþ1Þ=2b c

n!

i!ðn� iÞ! iq
i�1ð1� qÞn�i

�
Xn�1

i¼ ðnþ1Þ=2b c

n!

i!ðn� iÞ! ðn� iÞq
ið1� qÞn�i�1

¼
Xn

i¼ ðnþ1Þ=2b c

n!

ði� 1Þ!ðn� iÞ! q
i�1ð1� qÞn�i

�
Xn�1

i¼ ðnþ1Þ=2b c

n!

i!ðn� i� 1Þ! q
ið1� qÞn�i�1

¼
Xn�1

j¼ ðnþ1Þ=2b c�1

n!

j!ðn� j� 1Þ! q
jð1� qÞn�j�1

�
Xn�1

i¼ ðnþ1Þ=2b c

n!

i!ðn� i� 1Þ! q
ið1� qÞn�i�1

¼ n!q ðnþ1Þ=2b c�1ð1� qÞn� ðnþ1Þ=2b c

ðnþ 1Þ=2b c � 1ð Þ! n� ðnþ 1Þ=2b cð Þ! � 0:

Hence, gðn; qÞ is an increasing function of q, 0 � q � 1.

We now prove the second part of the lemma.
Assume that fXig is a set of i.i.d. Bernoulli random

variables with P ðXi ¼ 1Þ ¼ q. By the definition of a

binomial distribution

gqðnÞ ¼ P
Pn

i¼1 Xi

ðnþ 1Þ=2b c � 1

� �
:

We have

Pn
i¼1 Xi

ðn=2Þ þ 1
�

Pn
i¼1 Xi

ðnþ 1Þ=2b c �
Pn

i¼1 Xi

n=2
8n:

By the strong law of large numbers, we also have

lim
n!1

Pn
i¼1 Xi

ðn=2Þ þ 1
¼ lim

n!1

Pn
i¼1 Xi

n=2
¼ 2q a:e:

Therefore,

lim
n!1

Pn
i¼1 Xi

ðnþ 1Þ=2b c ¼ 2q a:e:

Since almost sure convergence implies convergence in

probability [33], we have

lim
n!1

P

Pn
i¼1 Xi

ðnþ 1Þ=2b c � 2q

����
���� � �

� �
¼ 0 8� > 0;

which is equivalent to

lim
n!1

P

Pn
i¼1 Xi

ðnþ 1Þ=2b c 2 ð2q � �; 2q þ �Þ
� �

¼ 1 8� > 0:

Since for q > 1=2 and 0 < � < 2q � 1, we have

1 � gqðnÞ ¼P
Pn

i¼1 Xi

ðnþ 1Þ=2b c � 1

� �

�P
Pn

i¼1 Xi

ðnþ 1Þ=2b c 2 ð2q � �; 2q þ �Þ
� �

:

It follows that limn!1 gqðnÞ ¼ 1 for q > 1=2. tu
We now prove Theorem 2. Let �

ð1Þ
A ; . . . ;�

ðnÞ
A be the

ordered statistic of �A
1 ; . . . ;�A

n in the ascending order. For

simplicity, we use �n0:5ð�AÞ ¼ �
ðbðnþ1Þ=2cÞ
A regardless of n

being even or odd.

Proof. Let u ¼ P ð�A � 600 �sÞ:

P �n0:5ð�AÞ � 600 �s
� �

¼
Xn

i¼ ðnþ1Þ=2b c

n

i

� �
uið1� uÞn�i

¼ gðn; uÞ;

where gðn; uÞ is as defined in Lemma 4. By Lemma 4, gðn; qÞ
is an increasing function of q for 0 � q � 1. By Theorem 1,

we know that u > 1� 0:18 ¼ 0:82. Therefore, we have

gðn;uÞ�gðn;0:82Þ. Hence, P ð�n0:5ð�AÞ�600 �sÞ� gðn;0:82Þ.
By direct calculation, we have P ð�n0:5ð�AÞ � 600 �sÞ � 1

for 43 � n � 100. Furthermore, since 0:82 > 1=2, by Lem-

ma 4, we have limn!1 P ð�n0:5ð�AÞ � 600 �sÞ ¼ 1. tu
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APPENDIX C

PROOF OF THEOREM 3

Before proving Theorem 3, we first state a lemma that is

used in the proof.

Lemma 5. Let �D
i;iþ1 represent the interarrival time of

data packets Pi and Piþ1 at the AP, i ¼ 1, 2, 3. Then,
P ð�D

i;iþ1 < 1;570 �sÞ � 1, P ð�D
i;iþ1 < 325 �sÞ � 0:89.

Proof. Let IDi;iþ1 be the discretized value of �D
i;iþ1, i.e.,

IDi;iþ1 ¼ b�D
i;iþ1=30c. When �D ¼ 1, similar to the proof of

Lemma 1, we can show that IDi;iþ1 follows a Poisson

distribution with the parameter of 4 time units. Then,

P ð�D
i;iþ1 < 1;570 �sÞ > P ðIDi;iþ1 ¼ 52Þ ¼

P52
x¼4

4x�4e�4

ðx�4Þ! � 1:

When �D < 1, the value of �D
i;iþ1 is less than that when

�D ¼ 1, and hence, P ð�D
i;iþ1 < 1;570 �sÞ � 1 also holds.

Similarly, we obtain P ð�D
i;iþ1 < 325 �sÞ � 0:89. tu

We now prove Theorem 3.

Proof. Let C denote the condition that �D
i;iþ1 � 1;570 �s,

i ¼ 1, 2, 3. Under this condition, Piþ1 arrives at the AP

before the AP finishes transmitting Pi, since the

MAC service time of a data packet is at least 1,570 �s

in 11-Mbps 802.11b. Assuming independence, we have

P ðCÞ ¼
Y3

i¼1

P �D
i;iþ1 � 1;570 �s

� �
:

From Lemma 5, P ðCÞ � 1. Let �C denote the complemen-
tary condition of C. Then,

P ð�A > 600 �sÞ ¼P ð�A > 600 �s j CÞP ðCÞ
þ P ð�A > 600 �s j �CÞP ð �CÞ
�P ð�A > 600 �s j CÞP ðCÞ
�P ð�A > 600 �s j CÞ:

We now derive P ð�A�600�s jCÞ. To satisfy �A�600 �s,
no data packet can be transmitted between ACKs A1

and A3, since the transmission time of a data packet is
at least 1,570 �s. Therefore, only the following two
sequences are possible: P2P3A1A3P4 and P2P3P4A1A3.

We first derive the probability that the first sequence
occurs given condition C. Since P2 arrives at the AP
before the AP finishes transmitting P1, the receiver and
the AP contend for the wireless channel: the receiver
needs to transmit ACK A1 (which is generated corre-
sponding to packet P1), while the AP needs to transmit
packet P2. Let 	 denote the probability that A1 obtains
the channel earlier than P2. Since this probability can be
affected by many factors (e.g., the timing when A1

reaches the MAC layer, when packet P2 can be
transmitted), we assume that 	 can take any value in
[0, 1]. When P2 transmits earlier than A1, A1 will contend
with packet P3 for the wireless channel. In this case, we
assume that A1 and P3 are equally likely to win the
contention, since they can both be transmitted immedi-
ately. To summarize, the probability that P2 and P3

are earlier than A1 is ð1� 	Þ � 1=2; the probability that
A1 and A3 are earlier than P4 is 1=2� 	 (for similar
reasons as described earlier). Therefore, the probability
that the first sequence occurs given C is ð1� 	Þ �
1=2� 1=2� 	 ¼ 	ð1� 	Þ=4.

For the second sequence, the probability of having P2

and P3 earlier than A1 is ð1� 	Þ � 1=2; the probability
that P4 is earlier than A1 is 1/2. Therefore, the
probability that the second sequence occurs is ð1� 	Þ �
1=2� 1=2 ¼ ð1� 	Þ=4.

In both sequences, to satisfy �A � 600 �s, we also
require the MAC service time of A3 to be less than 600 �s.
The probability of this condition being satisfied is
ð600� 508Þ=620 ¼ 92=620. Therefore,

P ð�A � 600 �s j CÞ ¼ 	ð1� 	Þ=4þ ð1� 	Þ=4½ �92=620

¼ 1

4
ð1� 	2Þ 92

620
< 0:04:

Hence,P ð�A>600�sÞ�P ð�A>600�sjCÞ>1�0:04>0:96.
tu

APPENDIX D

PROOF OF THEOREM 4

Proof. The proof is similar to that of Theorem 3. LetC denote
the condition that �D

i;iþ1 � 325 �s, i ¼ 1, 2, 3. Under this
condition, Piþ1 arrives at the AP before the AP finishes
transmitting Pi, since the MAC service time of a
data packet is at least 325 �s in 54-Mbps 802.11g.
Then, assuming independence and from Lemma 5,
P ðCÞ � 0:893.

We now obtain P ð�A � 600 �s j C Þ. To satisfy
�A � 600 �s, there can be at most one data packet
transmitted between ACKs A1 and A3, since the mini-
mum transmission time of two data packets and one ACK
exceeds 600 �s. This constraint leads to the following
four possible sequences: P2P3A1A3P4, P2P3P4A1A3,
P2A1P3A3P4, and P2P3A1P4A3. The first two sequences
are the same as those in the proof of Theorem 3. They
occur with, respectively, the probabilities of 	ð1� 	Þ=4
and ð1� 	Þ=4, where 	 is the probability that ACK A1

transmits earlier than P2. Following a similar reasoning as
that in the proof of Theorem 3, the probability that the
third sequence occurs is ð1� 	Þ � 1=2� 1� 	 ¼ 	ð1�
	Þ=2 and the probability that the last sequence occurs is
ð1� 	Þ � 1=2� 1=2� 1=2 ¼ ð1� 	Þ=8.

For the first two sequences, we have �A � 600 �s.
For the third sequence, to satisfy �A � 600 �s, we need
the total MAC service time of P3 and A3 to be below
600 �s. Similarly, for the fourth sequence, to satisfy
�A � 600 �s, we need the total MAC service time of P4

and A3 to be below 600 �s. Let X and Y denote
respectively the MAC service times of a data packet
and an ACK. Then, for both the third and the
fourth sequences, we need X þ Y � 600 �s. Let

 ¼ P ðX þ Y � 600 �sÞ. As described in Section 4.4, X
and Y are uniformly distributed in [325, 460] �s and
[109, 244] �s, respectively. Then, by a standard
technique, we have 
 ¼ 0:70. Hence,

P ð�A � 600 �s j CÞ ¼	ð1� 	Þ=4þ ð1� 	Þ=4þ 
	ð1� 	Þ=2
þ 
ð1� 	Þ=8

¼ð�87;718	2 þ 38;451	
þ 49;267Þ=145;800
� 0:37:
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Therefore, P ð�A > 600 �sÞ � P ð�A > 600 �s j CÞP ðCÞ >
ð1� 0:37Þ � 0:893 ¼ 0:45. tu
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