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a b s t r a c t

Ethernet, wireless LAN, ADSL, cable modem, and dialup are common access networks that
have dramatically different characteristics. Fast and accurate classification of access net-
works can benefit a wide range of applications. In this paper, we propose a simple and effi-
cient end-to-end scheme to classify access networks into three categories: Ethernet,
wireless LAN and low-bandwidth connection. Our scheme is based on the intrinsic charac-
teristics of the various access networks, and utilizes the median and entropy of packet-pair
inter-arrival times. Extensive experiments show that our scheme obtains accurate classifi-
cation results in a very short time (95% accuracy in 2 s, with 10 packet pairs).

� 2008 Elsevier B.V. All rights reserved.

1. Introduction

Access networks consist of links that connect end sys-
tems to edge routers. Ethernet, wireless LAN (WLAN),
ADSL, cable modem, and dialup are commonly used access
networks that have dramatically different characteristics.
Fast and accurate classification of access networks is useful
for a wide range of applications. It is useful for constructing
peer-to-peer networks—after identifying the connection
type, a peer can choose nodes with Ethernet connections
to be neighbors. Similarly, it is useful for constructing
application-level overlays and multicast trees [1,2]—after
identifying the connection type, a super-node can choose
those with Ethernet connections to be overlay nodes or
place them at higher levels of a multicast tree. Connection
type classification is also useful for applications with band-
width and/or delay requirements. For instance, knowing a
client’s connection type helps a video-streaming server to

adjust the bitrate of the video accordingly. Last, connection
type classification helps to determine when to use perfor-
mance-enhancing techniques for certain connection types,
e.g., techniques for wireless links [3,4], and techniques for
cable connections [5].

Accurate connection type classification is, however, not
an easy task. It is often not possible for an end system to
reliably report its connection type. This is mainly due to
two reasons. First, the end system may not know its con-
nection type. For instance, a laptop connected to a cable
or ADSL modem through a wireless connection would mis-
takenly report WLAN (instead of cable or ADSL) as its con-
nection type. Second, an end system may have incentives
to conceal its connection type, and a compromised ma-
chine may also report its connection type inaccurately
(e.g., to degrade the performance of an overlay network).

In this paper, we are interested in end-to-end ap-
proaches that require no network assistance for determin-
ing the type of an access network. We propose a simple
and efficient scheme to classify access networks into three
categories: Ethernet, WLAN, and low-bandwidth connec-
tion (cable, ADSL or dialup). Our algorithm uses packet
pairs (a packet pair contains two back-to-back packets)
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and is based on the intrinsic characteristics of the various
connection types. It works roughly as follows. If node A
needs to determine the connection type of node B, A asks
B to send it a sequence of packet pairs. Then node A
determines B’s connection type based on the median and
entropy of the inter-arrival times of the packet pairs.
Extensive experiments show that our scheme obtains
accurate classification results in a very short time (95%
accuracy in 2 s, with 10 packet pairs).

Packet-pair or packet-train approaches have been used
to determine the capacity or available bandwidth of an
end-to-end path in wired networks [6,7]. Packet inter-arri-
val times are used in [8] to distinguish congestion losses
from wireless losses under the assumption that the last-
hop wireless link is the only bottleneck. Our work differs
from previous studies in that our goal is to classify connec-
tions, and we make no assumption on the location of the
bottleneck link. The study reported in [9] distinguishes
wireless and wired connections. It assumes that wireless
links have very low bandwidth and are lossy, and hence
lead to a wider RTT spread than a wired connection. Our
work, in contrast, is based on the intrinsic characteristics
of the various access networks and therefore provides accu-
rate classification regardless of the loss rate at the access
network. Recent studies [10–12] differentiate two connec-
tion types, Ethernet and WLAN, based on packet traces col-
lected passively at an aggregation point (e.g., the gateway
router) of a local area network. Our study focuses on access
network classification at a server and differentiates Ether-
net, WLAN, and low-bandwidth access networks.

The rest of the paper is organized as follows. Section 2
provides some background on the access networks consid-
ered in this paper. Section 3 presents our classification
scheme. Section 4 presents an analytical foundation for
our approach. Section 5 describes the experimental results.
Finally, Section 6 concludes the paper and describes future
work.

2. Background

In this section, we provide background on all the access
networks considered in this paper. Our focus is on those
mechanisms within the access protocol that will allow us
to distinguish one type of access network from another.
We first describe IEEE 802.11 WLANs, and then describe
cable networks. Last, we briefly describe Ethernet, ADSL
and dialup connections.

2.1. IEEE 802.11 WLAN

We focus on two widely used types of WLANs: IEEE
802.11b and 802.11g. The MAC protocols of both 802.11b
and 802.11g use CSMA/CA (carrier sense multiple access
with collision avoidance) [13]. A wireless station accesses
the channel using a basic access method or an optional
four-way handshaking access method. The basic access
method is used for small packets (smaller than a RTS
Threshold). Since the packet pairs that we consider are
small, we only describe the basic access method.

When using the basic access method, if a station has a
packet to send, it is allowed to transmit when the media

is free for a DIFS (distributed interframe space) amount
of time. If the media is busy, a station sets a random back-
off timer following a binary exponential backoff procedure.
The initial value of the backoff timer is uniformly distrib-
uted in the range of 0 and CW (contention window). The
contention window is set to CWmin for each new data
transmission and doubles each time a transmission fails
until it reaches the maximum contention window, CWmax.
The backoff timer decreases by one when the media is idle
for a slot time and is frozen when the channel is sensed
busy. When the backoff timer reaches zero, the station
sends the data frame.

In 802.11, unlike in Ethernet, the destination needs to
send an explicit ACK to the sender since a wireless sender
cannot determine whether or not its transmission has suc-
ceeded. Furthermore, to avoid channel capture, a wireless
station must wait for a random backoff time after a success-
ful transmission, even if no other station is transmitting.
This implies that random backoff will occur between two
back-to-back packets. Hence, when two back-to-back pack-
ets are sent on a perfect wireless channel, the inter-depar-
ture time of the packet pair follows a uniform distribution.
We will take advantage of the distribution and median of
the packet-pair inter-departure time in our classification
scheme.

2.2. Cable network

In a cable network, the downstream channel from the
Cable Modem Termination System (CTMS) at the headend
to a Cable Modem (CM) at a residential home is a broadcast
channel shared by many homes. The upstream channel
from the CMs to the CTMS is a random access channel.
We next briefly describe contention resolution in the up-
stream channel specified by DOCSIS (Data Over Cable Ser-
vice Interface Specification), the de facto standard in the
cable industry.

The upstream channel is divided into mini-slots of length
6.25 ls. The CTMS periodically broadcasts a downstream
management message, referred to as MAP, to all the CMs.
Each MAP contains timing information regarding request
mini-slots and data mini-slots. When a CM has data to send,
it must first send a request message using request mini-slots
to the CMTS and wait for a data grant. After receiving a data
grant message from the CMTS, a CM uses the assigned data
mini-slots to transmit data on the upstream channel. The
CMs contend for the use of request mini-slots following a
contention resolution method based on binary exponential
backoff [14]. The CTMS assigns the size of the initial backoff
window and the maximum backoff window in the MAP.
When a CM needs to send a request message, it randomly
chooses a backoff value in its window. This backoff value
indicates the number of contention mini-slots that the CM
must wait before it can transmit the request. If a collision oc-
curs (indicated by the absence of a data grant or a data pend-
ing indication in the next MAP from the CTMS to the CM), the
CM doubles its window size, until the maximum window
size is reached. A request message is discarded by the CM
after 16 retries.

The contention on the upstream channel provides us an
opportunity to distinguish cable modem from ADSL (since
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ADSL provides a dedicated collision free connection), even
though they have similar bandwidth. Because of conten-
tion, the inter-departure times of a cable modem are more
random than those of an ADSL connection, leading to a lar-
ger entropy in the inter-arrival time of packet pairs. This
intuition is confirmed by our experimental results.

2.3. ADSL, dialup, and Ethernet

ADSL has dedicated access with low bandwidth. Dialup
has dedicated access and very low bandwidth. Switched
Ethernet has dedicated access and high bandwidth. Non-
switched Ethernet uses shared media, which, however, only
causes a negligible amount of randomness since Ethernet
has high bandwidth and the capability to detect collisions.
In this paper, we do not differentiate switched and non-
switched Ethernet, and refer to them loosely as high-band-
width wired Ethernet or simply wired connection.

3. Classification scheme

Roughly, our classification scheme operates as follows.
When node A needs to determine the connection type of
node B, A asks B to send it a sequence of packet pairs. These
packets are very small and, therefore, their disturbance to
the network is negligible. For each packet pair from B, A re-
cords the inter-arrival time of the two packets in the pair.
Then A determines B’s connection type based on the med-
ian and entropy of the inter-arrival times. The main reason
for A to determine B’s connection type is to prevent B from
incorrectly reporting its connection type to A.1 In the rest of
the paper, we refer to B as the sender and A as the receiver.
We assume that the receiver is well-connected (i.e., it has
a wired connection with high bandwidth). This is reasonable
in the settings where a server classifies client connection
types. In a peer-to-peer or overlay network, we can assume
that one or several well-connected nodes are in charge of
determining the connection types of the other nodes.

The intuition behind using median and entropy of pack-
et-pair inter-arrival times is as follows. Median is useful for
differentiating low-bandwidth and high-bandwidth con-
nections—a low-bandwidth connection tends to produce
a larger median value than a high-bandwidth connection.
Furthermore, median is useful for differentiating WLAN
and Ethernet connections—the slower carrier sensing and
explicit ACK in WLAN leads to a larger median inter-arrival
time than that seen in Ethernet. Entropy tracks the amount
of randomness inherent in an access network: in a WLAN,
a packet pair from a wireless station is separated by a
random backoff duration, even when the channel has no
contention or transmission errors; in a cable network, a
packet pair from a CM is also separated by a random
backoff duration for resolving contention among the

CMs; the other types of connections do not use random
backoff or the effect of random backoff is negligible.

We use median instead of mean to reduce the effect of
outliers in the measurements [15]. We use entropy instead
of variance (or coefficient of variation) because it is a much
better metric to capture the randomness of a random var-
iable. A simple example illustrates this advantage. Suppose
V1 is a discrete random variable taking values +1 and �1
with equal probability, and V2 is a continuous random var-
iable that follows a uniform distribution on the interval of
½�

ffiffiffi
3
p

;
ffiffiffi
3
p
�. Fig. 1 plots 1000 instances of V1 and V2. Both V1

and V2 have a variance of one. Therefore, they cannot be
distinguished using variance. They, however, can be easily
distinguished using entropy. More specifically, let H2(Vi)
denote the entropy of Vi when using base 2 in the loga-
rithm.2 Then when discretizing the interval ½�

ffiffiffi
3
p

;
ffiffiffi
3
p
� into

1024 bins, we have H2(V1) = 1 bit and H2(V2) = log2(1024) =
10 bits, which easily distinguishes V1 and V2. Intuitively, en-
tropy performs better because it captures the randomness of
a random variable over the entire domain while variance
only describes variations of a random variable around its
mean. Our experimental results confirm that entropy is in-
deed a better statistic to classify access networks than vari-
ance (or coefficient of variation).

We next describe our classification scheme in detail. Let
I denote the inter-arrival time of a packet pair from the
sender to the receiver. Let n.5(I) and H(I) denote the (popu-
lation) median and entropy of I, respectively. In practice,
we obtain estimates of n.5(I) and H(I) through a sequence
of samples. Let Ii denote the inter-arrival time of the two
packets in the ith packet pair. Suppose the receiver re-
ceives n packet pairs. Then fIign

i¼1 represents a sequence
of packet-pair inter-arrival times. Let nn

:5ðIÞ denote the sam-
ple median of fIign

i¼1. To obtain the entropy, we discretize
fIign

i¼1 using a bin size of 300 ls or 900 ls, and calculate
the entropy of the discretized values. For convenience,

-2
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discrete uniform
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Fig. 1. Two distributions have the same mean and variance but very
different entropies.

1 A malicious sender may manipulate the inter-sending time of a packet
pair to hide its connection type. For instance, an Ethernet sender may
purposely increase the inter-sending time of a packet pair so as to fake as a
slow connection. On the other hand, it is difficult for a slow connection to
reduce the inter-sending time of a packet to fake as a fast connection.
Accurate connection type classification in the presence of malicious senders
is left as future work.

2 For a discrete random variable X taking value in X and having a
probability mass function of pðxÞ ¼ PðX ¼ xÞ; x 2 X, the entropy of X, H(X), is
defined as

HðXÞ ¼ �
X
x2X

pðxÞ log pðxÞ:
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we use base 2 logarithm and denote the entropies at these
two time scales as H300

2 ðIÞ and H900
2 ðIÞ, respectively.

Our classification scheme is summarized in Fig. 2. First,
the sender sends a sequence of packet pairs to the receiver.
The receiver records the sequence of the inter-arrival times
of the packet pairs, fIign

i¼1, where n is the number of packet
pairs received. Rule 1 differentiates Ethernet and non-
Ethernet connections. It states that if nn

:5ðIÞ 6 600 ls,
H300

2 ðIÞ < 2:0 bits and H900
2 ðIÞ < 0:6 bit, then the connection

type is Ethernet. This rule is based mainly on our analytical
results in Section 4. All three conditions in the rule (i.e.,
median, entropies at the time scales of 300 ls and
900 ls) are required to determine that a connection is
Ethernet (see Section 5).

Rule 2 states that if a non-Ethernet connection has nn
:5ðIÞ

lying between 350 ls and 2 ms, and H300
2 ðIÞP 0:8 bit, then

it is a WLAN connection. These conditions are based mainly
on empirical results and partially supported by the analysis
in Section 4. Connections not satisfying Rules 1 and 2 are
labeled low-bandwidth connections, i.e., cable, ADSL or
dialup. Our empirical results show that it is difficult to ob-
tain a clear-cut distinction among these three low-band-
width connections using median and entropy. Although
the entropy of a cable connection can be much larger than
that of ADSL due to contention in cable networks, it is dif-
ficult to differentiate cable and ADSL completely. This is
because the upstream cable and ADSL connections have
similar bandwidths. Moreover, the entropies of cable and
ADSL connections are similar when there is little sharing
or contention among the cable modems. Dialup may exhi-
bit a much larger median value than cable and ADSL due to
its low bandwidth. Roughly, we determine the connection
to be dialup when nn

:5ðIÞP 10 ms. However, we also ob-
serve very low values of nn

:5ðIÞ for some dialup connections,
which is likely due to traffic shaping, as observed in [16].

4. An analytical basis for classification

In this section, we present analytical models that pro-
vide the foundation for our classification scheme. Even
though the models are idealized, they provide insight into
defining appropriate classification rules that work extre-
mely well in practice. In the following, we first describe

the assumptions for the analysis, and then state the med-
ian and entropy results for an Ethernet connection. Last,
we present results for non-Ethernet connections.

4.1. Assumptions

Consider a sender sending packet pairs to a receiver. We
assume at most two low-bandwidth links from the sender
to the receiver (since the backbone network is usually well
provisioned). The remaining links have high bandwidths
and negligible effect on packet-pair inter-arrival times at
the receiver. We therefore ignore the high-bandwidth links
and consider two settings, as illustrated in Fig. 3. In these
two settings, the sender is connected to the receiver by
one C Mbps link (Setting (a)) or by two C Mbps links (Set-
ting (b)). We refer to the first link as L1, and the second link
as L2 (in Setting (b)). Assume that packet arrivals to Lk are
independent and follow a Poisson process. We model Lk as
an M/D/1 queue, and let qk denote the utilization of Lk,
0 6 qk 6 1, k = 1,2. Let Dk denote the inter-departure time
of a packet pair at Lk, k = 1,2. For convenience, let D0 denote
the inter-departure time of a packet pair after the access
link. For ease of analysis, we assume that all packets con-
sist of S bytes.

To make the discussion concrete, we assume C = 10
Mbps. Measurement studies show that the average packet

Fig. 2. Classification scheme: the receiver classifies the connection type of the sender based on a sequence of packet pairs from the sender.

packet pairs

sender

link 1
10Mbps

link 2
10Mbps

...

receiver

sender

link 1
10Mbps

receiver

X0 X1 X2

X0 X1

Fig. 3. Settings for the analysis: one and two 10 Mbps links connect the
sender and the receiver in Settings (a) and (b), respectively, Xk = dDk/
(300 ls)e, k = 0,1,2.
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size in the Internet is between 300 and 400 bytes [17,18].
We use S = 375 bytes for ease of computation. Let l de-
note the bandwidth of Lk in packets per second, i.e., 1/l
denotes the transmission time at Lk, k = 1,2. For a 375
byte packet and a bandwidth of 10 Mbps, 1/l = 300 ls.
For convenience, we discretize the inter-departure time
of a packet pair, Dk, using a time unit of 300 ls, and de-
note the discretized value as Xk, that is, Xk = dDkle = dDk/
(300 ls)e, k = 0,1,2.

Recall that I denotes packet-pair inter-arrival time at
the receiver. We are interested in the median and entropy
of I. In Setting (a), since the inter-arrival time of a packet
pair at the receiver is the same as the inter-departure time
of the packet pair at link L1, we have I = D1. Similarly, in
Setting (b), we have I = D2. We calculate the entropy of I
using base 2 logarithm for two time scales, 300 ls and
900 ls, denoted, respectively, as H300

2 ðIÞ and H900
2 ðIÞ. We

next present analytical results for Ethernet and non-Ether-
net connections.

4.2. Ethernet connections

We now state two theorems concerning the median and
entropy of packet-pair inter-arrival times for a 100 Mbps
Ethernet connection. These two theorems form the founda-
tion of Rule 1 in our classification scheme.

Theorem 1 (Median for Ethernet connection). In Settings
(a) and (b), the median inter-arrival time of 100 to 500 packet
pairs at the receiver is below 600 ls with probability close to
1, i.e., Pðnn

:5ðIÞ 6 600 lsÞ � 1, n 2 [100,500].

The above theorem provides an upper bound on the med-
ian packet pair inter-arrival time and is used in Rule 1 of our
classification scheme. Its proof is found in Appendix A.

Theorem 2 (Entropy for Ethernet connection). In Setting
(a), H300

2 ðIÞ 6 0:49 bit, H900
2 ðIÞ 6 0:07 bit. In Setting (b), when

q1 = 1 and q2 = 1, H300
2 ðIÞ ¼ 1:99 bits, H900

2 ðIÞ ¼ 0:57 bit.

The proof of Theorem 2 is found in Appendix B. Theo-
rem 2 provides an upper bound of the entropy for Setting
(a). This upper bound is achieved when q1 = 1 since a high
utilization at link L1 makes it more likely for other packets
to be inserted between a packet pair, leading to more ran-
domness and hence a higher entropy. Theorem 2 also pro-
vides the entropies at the time scales of 300 and 900 ls
when q1 = 1 and q2 = 1 in Setting (b). They are derived
from H(X2). Numerical results indicate that H(X2jq2 = 1) is
an increasing function of q1 and hence H(X2jq2 = 1) obtains
its maximum value when q1 = 1 [19]. The intuition is that,
when q2 = 1, a larger value of q1 can lead to greater ran-
domness and hence larger entropies. We speculate that
H(X2) is an increasing function of both q1 and q2, which
is confirmed by our simulation results [19]. Then the
entropies in Theorem 2 are upper bounds of H2(I), which
are used in Rule 1 of our classification scheme.

4.3. Non-Ethernet connections

We now analyze the case where the access network is
not Ethernet. We first present a theorem when the access
link uses IEEE 802.11b; its proof is found in Appendix C.

Theorem 3 (Median and entropy for 802.11b). When using
11 Mbps 802.11b, under ideal conditions (with no contention,
no retransmissions and perfect channel conditions), the
median inter-departure time at the sender is greater than
800 ls, and H300

2 ðD0Þ > 1 bit.

Although the above results are for packet-pair inter-
departure time at the sender under idealized conditions,
they provide important insights: we expect larger median
and entropy values when the conditions are not ideal; we
expect similar results for packet-pair inter-arrival times
at the receiver when the intermediate links from the sen-
der to the receiver are lightly utilized.

Theorems 1 and 3, and our empirical observations (in
Section 5) form the foundation for Rule 2 of our classifica-
tion scheme. In Rule 2, the median threshold of 350 ls is
based on Theorem 3 and empirical observations of
802.11g connections; the median threshold of 2 ms is
based on empirical observations of cable, ADSL and dialup
connections; the entropy threshold of 0.8 bit at the time-
scale of 300 ls comes from Theorem 3 (relaxed to allow
for sampling errors) and empirical results on 802.11g
connections.

Last, we use several examples to illustrate that the en-
tropy of a non-Ethernet connection can be much larger
than that of an Ethernet connection. Table 1 lists several
entropy values when q1 = 1 and q2 = 1 (see the proof of
Theorem 2 in Appendix B for the calculation). In the table,
the inter-departure time of a packet-pair at the sender, D0,
is 900 or 1200 ls, corresponding approximately to the
range in an 802.11b WLAN. For low-bandwidth connec-
tions (i.e., cable, ADSL and dialup), D0 can be much larger,
and hence the corresponding entropy values can be much
larger.

5. Experimental results

We have carried out extensive experiments over the
Internet. These experiments serve two purposes. First, they
validate our analytical results (in Section 4). Second, they
provide several empirical results for classifying connection
types. We designed and executed two sets of experiments.
The first set includes small-scale controlled experiments per-
formed by us. It involves 14 machines in 4 continents. The
second set includes large-scale uncontrolled experiments
performed by volunteers in 10 countries.

Most of the experiments were carried out from March
to April 2004 when 802.11g WLAN was not widely de-
ployed; additional experiments were carried out from Sep-
tember to November 2006 using 802.11g WLAN senders.
We next describe the experimental results in detail, and
summarize the key insights at the end.

Table 1
A few examples of entropy values, q1 = 1, q2 = 1

D0 (ls) Setting (a) Setting (b)

H300
2 ðIÞ ðbitÞ H900

2 ðIÞ ðbitÞ H300
2 ðIÞ ðbitÞ H900

2 ðIÞ ðbitÞ

900 2.79 1.05 3.33 1.61
1200 3.01 1.39 3.54 1.87

W. Wei et al. / Computer Networks 52 (2008) 3205–3217 3209
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5.1. Small-scale controlled experiments

This set of experiments involves 14 Linux machines,
using Ethernet, WLAN, cable or ADSL connection. Five
machines are at University of Massachusetts, Amherst
(UMass), using Ethernet or WLAN connections. In particu-
lar, two machines, UMass-1 and UMass-2, use 10 Mbps
and 100 Mbps Ethernet connections, respectively. Three
machines, UMass-w1, UMass-w2 and UMass-w3, use
WLAN: UMass-w1 uses 11 Mbps 802.11b, UMass-w2 uses
22 Mbps 802.11b, and UMass-w3 uses 54 Mbps 802.11g.
Two machines, Home-1 and Home-2, are at a residential
home in Amherst, MA, where both cable and ADSL connec-
tions are installed. Home-1 connects to the Internet
through a router at the residence. Home-2 has a 22 Mbps
802.11b WLAN card, and connects to the Internet through
a wireless access point at the residence. The rest of the ma-
chines are located at university sites. One machine in the
east coast (University of Connecticut (UConn)) uses 54
Mbps 802.11g; all the other machines use Ethernet connec-
tions, and are located in the east coast (University of Penn-
sylvania (UPenn)), middle west (University of Minnesota
(UMN)), west coast (University of Southern California
(USC)) of the US, Brazil, Taiwan and Italy.

Machines with Ethernet connections act as receivers. In
each experiment, the sender sends a packet pair every 20
ms or 40 ms with a total of 500 packet pairs. Therefore,
each experiment lasts for 10 or 20 s. The receiver records
the arrival time of each packet using tcpdump [20] and cal-
culates the inter-arrival time of the two packets in each
packet pair. Two Linux machines in Brazil and UPenn were
too old to capture timestamps accurately. We therefore use
6 machines (UMass-1, UMass-2, USC, UMN, Taiwan and
Italy) as receivers.

We ran 106 experiments in total. For each experiment,
we validate that packet-pair inter-arrival times at the re-
ceiver can be regarded as independent random variables.
As an example, Fig. 4 plots the autocorrelation function
of the inter-arrival time sequence for a receiver at USC
and senders at UMass, UMN, Brazil and Taiwan. We ob-
serve that the autocorrelation function falls into the confi-
dence interval at the various lags, indicating that the
packet-pair inter-arrival times are not correlated.

We next visually examine packet-pair inter-arrival
times when the sender uses different connection types.
Fig. 5(a) and (b) plot packet-pair inter-arrival times when
the senders use Ethernet and WLAN, respectively. For the
Ethernet connection, the inter-arrival times are much low-
er and more regular than those for the WLAN connection,
indicating a lower median inter-arrival time and entropy.
Fig. 6(a) and (b) plot the inter-arrival times when the send-
ers use cable and ADSL, respectively. For the cable connec-
tion, the inter-arrival times range from 0 to 70 ms, while
for the ADSL connection, the inter-arrival times mostly
lie in [4,6] ms. This indicates that the entropy of the cable
connection is larger than that of the ADSL connection.

Fig. 7(a) and (b) plot the classification results for these
106 experiments at the timescales of 300 and 900 ls,
respectively. The solid lines represent the bounds for
Ethernet connections in our scheme: the solid horizontal
line corresponds to median of 600 ls; the two vertical so-
lid lines correspond to 2.0 bits and 0.6 bit at 300 and
900 ls timescales, respectively. We observe that all the
Ethernet connections satisfy the three criteria in our classi-
fication scheme, and no other connection type satisfies
these three criteria simultaneously. The dashed lines rep-
resent the bounds for WLAN connections in our scheme:
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Fig. 5. Packet-pair inter-arrival time: Ethernet and WLAN connections.
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the two dashed horizontal lines correspond to medians of
350 ls and 2 ms; the dashed vertical line corresponds to
entropy of 0.8 bit.

All 802.11b WLAN connections’ median inter-arrival
times are between 600 ls and 2 ms. Their entropies at
300 ls timescale are larger than 1 bit except one case (va-
lue of 0.8 bit, where the sender and the receiver are in the
same domain). All 802.11g WLAN connections’ median in-
ter-arrival times are between 400 ls and 2 ms, and their
entropies at 300 ls timescale are larger than 1 bit. We ob-
serve that three 802.11g experiments have medians less
than 600 ls and entropies less than 2 bits at 300 ls time-
scale. However, their entropies at 900 ls timescale are lar-
ger than 0.6 bit, and hence they are correctly classified as
non-Ethernet connections. All the cable and ADSL connec-
tions have medians larger than 2 ms. The cable connec-
tions exhibit large entropies than ADSL connections,
indicating a larger amount of randomness due to conten-
tion in cable networks.

To gain additional insights, we list several results when
the sender and the receiver are at UMass in Table 2. The

sender in the first experiment uses Ethernet connection;
the senders in the remaining experiments use WLAN con-
nections (802.11b or 802.11g). It is interesting to note that,
even when the sender and receiver are in the same domain,
the median inter-arrival time for a WLAN connection is lar-
ger than 400 ls, and the 300 ls timescale entropy is gener-
ally larger than 1 bit, except for one case (where the value
is 0.8 bit).

5.2. Large-scale uncontrolled experiments

To increase the scale of the experiments, we created a
Windows program that sends UDP packet pairs to two
receivers at UMass (i.e., UMass-1 and UMass-2). The pro-
gram sends 500 packet pairs, one every 200 ms (to accom-
modate low-bandwidth dialup connections). The receivers
run tcpdump [20] to collect the arrival time of each packet
and calculate the inter-arrival time of each packet pair. We
distributed the sender program to friends at different loca-
tions and asked them to run it on their local machines. The
senders are located in 28 states in the US (illustrated by the
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Fig. 7. Small-scale controlled experiments: classification results.
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shaded regions in Fig. 8) and 9 other countries (Brazil, Can-
ada, China, Germany, Israel, Japan, Korea, Norway, United

Kingdom). We collected 473 traces in total. Table 3 lists
the breakdown of the traces. We next describe the classifi-
cation results, and then explore the sensitivity of our
scheme to the number of packet pairs.

5.2.1. Classification results
Fig. 9 plots the median and entropy of the inter-arrival

times for all the experiments where UMass-1 is the recei-
ver. We observe that all Ethernet connections satisfy the
three criteria in our classification scheme. Furthermore,
approximately half of the Ethernet connections satisfy
the entropy upper bounds when a single bottleneck link
is between the sender and receiver (i.e., bounds of 0.5
and 0.1 bit at the timescales of 300 ls and 900 ls, respec-
tively, from Theorem 2). For 802.11b WLAN connections,
the medians are in the range of 600 ls and 2 ms, and the
entropies at 300 ls timescale are larger than 1 bit, satisfy-
ing the criteria for WLAN connection in our classification
scheme. For 802.11g WLAN connections, the medians are
in the range of 350 ls and 2 ms, and the entropies at
300 ls timescale are larger than 0.8 bit. All the traces from

Fig. 8. Large-scale uncontrolled experiments: trace coverage (illustrated
by the shaded regions) in the US.

Table 3
Large-scale uncontrolled experiments: breakdown of the traces

Receiver Ethernet 802.11b 802.11g Cable ADSL Dialup

UMass-1 74 37 26 39 46 22
UMass-2 70 33 26 35 46 19

Table 2
Small-scale controlled experiments: both the sender and the receiver are at UMass

Sender Receiver Sample size (ls) Min (ls) Max (ls) Median (ls) H300
2 ðIÞ (bit) H900

2 ðIÞ (bit)

UMass-2 UMass-1 500 1 190 16 0.0 0.0
UMass-w1 UMass-2 500 79 8246 1099 0.8 0.3
UMass-w1 UMass-2 500 873 3959 1138 1.2 0.2
UMass-w1 UMass-1 500 693 8644 1117 1.4 0.6
UMass-w1 UMass-1 500 845 5700 1115 1.7 0.9
UMass-w2 UMass-1 500 193 7567 1096 1.9 1.1
UMass-w3 UMass-1 500 177 7788 480 1.9 0.9
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Fig. 9. Large-scale uncontrolled experiments: classification results for all connection types (UMass-1 as the receiver).

3212 W. Wei et al. / Computer Networks 52 (2008) 3205–3217



Author's personal copy

cable, ADSL and dialup connections have a median outside
the range of 600 ls to 2 ms except for two traces from an
ADSL connection, which are misclassified as WLAN.

We now examine cable, ADSL and dialup connections
more closely. Fig. 10 plots the median and entropy of the
inter-arrival times for these three types of connections.
The solid horizontal lines represent medians of 600 ls
and 2 ms. We observe that it is difficult to obtain a clear-
cut differentiation among the three low-bandwidth con-
nections using median and entropy. The medians of ADSL
connection traces are scattered in a narrower range than
those of cable and dialup connection traces. The majority
of the traces have medians larger than 2 ms. However,
two cable connection traces and five dialup connection
traces have medians as low as a few microseconds (These
traces are nonetheless correctly classified as non-Ethernet
connections since their entropies at 900 ls timescale ex-
ceed 0.6 bit.). We speculate that these low medians are
caused by traffic shaping, as observed in [16]. Fig. 11 shows
an example of a dialup connection with small median in-
ter-arrival time. We observe that although majority of
the inter-arrival times are less than 10 ls, a significant
fraction of the inter-arrival times are in a wide range of
1000 to 6000 ls. The widespread of inter-arrival times re-
sults in a large entropy, which differentiates it from an
Ethernet connection.

To summarize, for all the 473 experiments, our classifi-
cation scheme distinguishes between Ethernet and non-
Ethernet connections accurately in all but one experiment.
In the misclassified experiment, the sender uses an
802.11g connection, the median is 369 ls, the entropies
are 1.9 bits and 0.4 bit at 300 ls and 900 ls timescales,
respectively. Of the 122 WLAN traces, our classification
scheme identifies 121 traces correctly (one 802.11g trace
was misclassified as Ethernet). However, 5 of the 92 traces
from ADSL connections are misclassified as WLAN connec-
tions. All of these misclassified traces are from Calgary,
Canada.

5.2.2. Sensitivity to number of packet pairs
So far, we use all the packet pairs (up to 500 pairs) for

connection type classification in each experiment. We now
explore the sensitivity of our scheme to the number of pack-
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connection: the small inter-arrival times might be due to traffic shaping.
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et pairs. More specifically, we use the first n packet pairs of
each experiment for connection type classification, where
n is varied from 5 to 100. Fig. 12 plots the correct classifica-
tion ratio versus the number of packet pairs over all the 473
experiments. We observe that, even for 5 packet pairs, the
correct classification ratio is above 90%. The correct classifi-
cation ratio exceeds 95% with 10 packet pairs (i.e., in 2 s) and
exceeds 97% with 50 packet pairs (i.e., in 10 s). The above re-
sults indicate that our scheme makes accurate decisions
with very few packet pairs in a very short time.

6. Conclusion and future work

Ethernet, wireless LAN, ADSL, cable modem and dialup
are common connection types that have dramatically dif-
ferent characteristics. Fast and accurate classification of
connection types can improve the performance of network
protocol and applications dramatically. In this paper, we
proposed a simple and efficient end-to-end scheme to clas-
sify access links into three categories: Ethernet, wireless
LAN and low-bandwidth wired connection. Our scheme is
based on the intrinsic characteristics of the various
connection types and utilized both the median and the
entropy of packet-pair inter-arrival times. Extensive exper-
iments showed that our scheme obtains accurate classifi-
cation results in a very short time.

As future work, we are pursuing in the following direc-
tions: (i) investigating more complicated probing tech-
niques (e.g., probes of different sizes and non-periodic
probing) that might potentially reveal more clearly the
characteristics of an access network; (ii) differentiating
cable and ADSL connections based on more specific charac-
teristics of these two types of connections, (iii) investigat-
ing connection type classification when the sender can be
malicious (e.g., it may manipulate the inter-sending time
of a packet pair), and (iv) classifying connection types
when considering other emerging access networks, such
as cellular networks and FiOS (Fiber Optic Service).
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Appendix A. Proof of Theorem 1

We first present two lemmas on the distribution of
packet-pair inter-departure times at an M/D/1 queue.
These two lemmas are used to prove Theorems 1 and 2.

Lemma 1. Consider an M/D/1 queue with processing rate l
and utilization q. Let Da denote the inter-arrival time of a
packet pair at the queue. Let Dd denote the inter-departure

time of the packet pair after the queue. Furthermore, let
Xa = Dal and Xd = Ddl. When 0 6 xa 6 1, we have

PðXd ¼ xdjXa ¼ xa;qÞ ¼
e�xaqðxaqÞxd�1

ðxd � 1Þ!

where xd = 1,2, . . . .

Proof. Without loss of generality, suppose the two packets
in the packet pair arrive at the queue at time 0 and Da

respectively. Let X denote the number of packet arrivals
between time 0 and Da. From the Poisson arrival assump-
tion, X follows a Poisson distribution with parameter of
xaq given Xa = xa. Since xa 6 1, the first packet of the packet
pair has not departed from the queue when the second
packet arrives. Therefore, Xd = X + 1 and we have the
desired result. �

Lemma 2. Under the conditions of Lemma 1, if xa > 1 and
q = 1, then

PðXd ¼ xdjXa ¼ xa;q ¼ 1Þ ¼ e�xa xxd�1
a

ðxd � 1Þ!

where xd = 1,2, . . . .

Proof. Without loss of generality, suppose the two packets
in the packet pair arrive at the queue at time 0 and Da,
respectively. Let X denote the number of packet arrivals
between time 0 and Da. We prove this lemma by consider-
ing the following two cases:

� Case 1: When the second packet arrives at the queue, the
first packet has not departed from the queue. This is the
same as the situation in Lemma 1. Similar to the proof of
Lemma 1, we have Xd = X + 1.

� Case 2: When the second packet arrives at the queue, the
first packet has departed from the queue. Let q1 and q2

be the queue length seen by the first and second packet,
respectively. The departure time of the first and the sec-
ond packet is (q1 + 1)/l and Da + (q2 + 1)/l, respectively.
Hence, Dd = Da + (q2 � q1)/l, which implies

Xd ¼ Xa þ q2 � q1: ðA:1Þ

Now let us consider the relationship between q1 and q2.
At time 0, there are q1 + 1 packets in the queue. Since
Da = xa/l and q = 1, there are xa packet departure events
between the arrival of the two packets in the packet
pair. Under the assumption that q = 1, the probability
that the queue is empty is 0. Hence, q2 = q1 + 1 + X � Xa.
This implies

q2 � q1 ¼ 1þ X � Xa: ðA:2Þ

Combining Eqs. (A.1) and (A.2), we have Xd = X + 1.

From Cases 1 and 2, we have Xd = X + 1 and X follows a
Poisson distribution with parameter of xaq = xa when
Xa = xa and q = 1. We therefore have the desired result. h

Proof of Theorem 1:

Proof. Under the assumption that the bandwidth of the
sender is 100 Mbps and the first low-bandwidth interme-
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diate link is 10 Mbps, we have D0 = 30 ls = 0.1/l. That is,
X0 = 0.1. By Lemma 1,

PðX1 6 2jX0 ¼ 0:1;q1Þ ¼ e�0:1q1 þ 0:1q1e�0:1q1

P e�0:1 þ 0:1e�0:1 ¼ 0:995

We first prove the theorem in Setting (a). Since I = D1 in
Setting (a), we only need to show that Pðnn

:5ðD1Þ 6
600 lsÞ � 1. Let p = P(X1 6 2jq1) = P(D1 6 600ls). Then

Pðnn
:5ðD1Þ 6 600 lsÞ ¼

Xn

i¼n=2

n

i

� �
pið1� pÞn�i

: ð3Þ

When n lies between 400 and 500, we prove that
Pðnn

:5ðD1Þ 6 600 lsÞ is an increasing function of p. This is

accomplished by showing that the derivative of (3) with

respect to p is positive. When p = 0.995,
Pn

i¼n=2
n
i

� �

pið1� pÞn�i � 1. Since p P 0.995 and Pðnn
:5ðD1Þ 6 600 lsÞ

is an increasing function of p, we have Pðnn
:5ðD1Þ 6

600 lsÞ � 1.
We next prove the above theorem in Setting (b). Since

I = D2 in Setting (b), we only need to show that Pðnn
:5ðD2Þ 6

600 lsÞ � 1. We next only show that P(D2 6

600 ls) < 0.657; the rest of the proof is similar to that in
Setting (a),

PðD2 6 600 lsÞ ¼
X1
x1¼1

PðX1 ¼ x1jX0 ¼ 0:1ÞPðD2

6 600 lsjX1 ¼ x1Þ > PðX1 ¼ 1jX0 ¼ 0:1ÞPðD2

6 600 lsjX1 ¼ 1Þ ¼ e�0:1q1 PðX2 6 2jX1 ¼ 1Þ
P e�0:1½PðX2 ¼ 1jX1 ¼ 1Þ þ PðX2 ¼ 2jX1 ¼ 1Þ�
¼ 0:905� ðe�q1 þ e�q1q1ÞP 0:905� 2e�1 ¼ 0:657

The inequality e�q1 þ e�q1q1 P 2e�1 holds because e�q1þ
e�q1q1 is a decreasing function of q1. �

Appendix B. Proof of Theorem 2

We first prove a Lemma that is to be used to prove The-
orem 2.

Lemma 3. Let Y be a random variable, Y� Poisson(a),
0 6 a 6 1. Let H(Yja) denote the entropy of Y given a. Then
H(Yja) is an increasing function of a, and H2(Yja = 0.1) = 0.49
bit.

Proof

HðY jaÞ ¼
X1
i¼0

e�aai

i!
½logðe�aaiÞ � logði!Þ�

¼ a� a log aþ
X1
i¼0

e�aai logði!Þ
i!

We now obtain the derivative of H(Yja) with respect to a

dHðYjaÞ
da

¼ � log aþ e�a
X1
i¼0

ai logðiþ 1Þ
i!

> � log a P 0

Therefore, H(Yja) is an increasing function of a. One can
prove that the infinite sum converges. We obtain
H2(Yja = 0.1) = 0.49 through direct calculation. h

Proof of Theorem 2:

Proof. We first prove the theorem in Setting (a). Since
I = D1 in Setting (a), we only need to prove that
H300

2 ðD1Þ 6 0:49 bit and H900
2 ðD1Þ 6 0:07 bit. By Lemma 1,

PðX1 ¼ x1jX0 ¼ 0:1;q1Þ ¼
e�0:1q1 ð0:1q1Þ

x1�1

ðx1 � 1Þ!

Let Z be a random variable and Z � Poisson(0.1q1). It is
easy to show that H2(X1) = H2(Z). Since 0 < q1 6 1, by Lem-
ma 3, we have H2(Z) 6 H2(Zjq1 = 1) = 0.49 bit. Therefore,
H300 ls

2 ðD1Þ ¼ H2ðX1Þ 6 0:49 bit. The result for the time
scale of 900 ls is obtained by change of variables.

We now prove the theorem in Setting (b). Since I = D2 in
Setting (b), we only need to prove that H300

2 ðD2Þ 6 1:99 bit
and H900

2 ðD2Þ 6 0:57 bit. When q2 = 1, we calculate the
entropy of X2 as

HðX2jq2 ¼ 1Þ ¼ �
X1
x2¼1

PðX2 ¼ x2jq2 ¼ 1Þ logðPðX2 ¼ x2jq2 ¼ 1ÞÞ

We obtain P(X2 = x2jq2 = 1) as follows.

PðX2 ¼ x2jq2 ¼ 1Þ ¼
X1
x1¼1

PðX1 ¼ x1ÞPðX2 ¼ x2jX1 ¼ x1;

q2 ¼ 1Þ ¼
X1
x1¼1

e�0:1q1 ð0:1q1Þ
x1�1

ðx1 � 1Þ!
e�x1 ðx1Þx2�1

ðx2 � 1Þ!

where P(X1 = x1) and P(X2 = x2jX1 = x1,q2 = 1) are from Lem-
mas 1 and 2, respectively. Note that we require q2 = 1 to
use Lemma 2. When q1 = q2 = 1, we obtain H300 ls

2 ðD2Þ by
direct calculation from the above. The result for the time
scale of 900 ls is obtained by change of variables. �

Appendix C. Proof of Theorem 3

Proof. The proof utilizes the transmission overhead per
frame when using 11 Mbps 802.11b WLAN, as listed in
Table C.1 [22]. The random backoff follows a uniform
distribution in the range of 0 to 31 slots with the slot time
of 20 ls. In other words, the random backoff is in the range
of 0 to 620 ls, with the mean and median of 310 ls. Two
consecutive packets from the same wireless station are
separated by a random backoff, even under ideal condi-

Table C.1
Breakdown of transmission overhead per frame in 11 Mbps 802.11b [22]

Overhead
type

Time
(ls)

Comments

PHY 192 Includes PLCP header and the physical layer
preamble

MAC 24.7 Time to transmit 34 bytes of MAC header at
11 Mbps

IP & UDP 20.4 Transmission time for 28 bytes of IP and UDP
headers

ACK 202.2 ACK transmission time including associated
PHY overhead

SIFS 10 After frame is received but before ACK is sent
DIFS 50 Minimum idle time to be observed before

backoff starts
Backoff 310 Average backoff value
Total 809.3
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tions. Therefore, from Table C.1, the average (as well as the
median) of the inter-departure times of a packet pair at the
wireless station is above 800 ls under ideal conditions.

Since the range of the inter-departure times of a packet
pair at the sender is 620 ls, this range is divided into three
bins under the time scale of 300 ls. The entropy obtains
the minimum value of 1.2 bits in the following case: the
probability of falling into two of the three bins is 300/620
and the probability of falling into the third bin is 20/620.
Therefore, H300 ls

2 ðD0Þ > 1. h.
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