
Fault Localization Using Passive End-to-End
Measurements and Sequential Testing

for Wireless Sensor Networks
Bing Wang, Member, IEEE, Wei Wei, Member, IEEE, Hieu Dinh,

Wei Zeng, Student Member, IEEE, and Krishna R. Pattipati, Fellow, IEEE

Abstract—Faulty components in a network need to be localized and repaired to sustain the health of the network. In this paper, we

propose a novel approach that carefully combines active and passive measurements to localize faults in wireless sensor networks.

More specifically, we formulate a problem of optimal sequential testing guided by end-to-end data. This problem determines an optimal

testing sequence of network components based on end-to-end data in sensor networks to minimize expected testing cost. We prove

that this problem is NP-hard, and propose a recursive approach to solve it. This approach leads to a polynomial-time optimal algorithm

for line topologies while requiring exponential running time for general topologies. We further develop two polynomial-time heuristic

schemes that are applicable to general topologies. Extensive simulation shows that our heuristic schemes only require testing a very

small set of network components to localize and repair all faults in the network. Our approach is superior to using active and passive

measurements in isolation. It also outperforms the state-of-the-art approaches that localize and repair all faults in a network.

Index Terms—Wireless sensor networks, fault localization, sequential testing.

Ç

1 INTRODUCTION

WIRELESS sensor networks have been deployed in a
wide range of applications. A deployed sensor

network may suffer from many network-related faults,
e.g., malfunctioning or lossy nodes or links [23], [19]. These
faults affect the normal operation of the network, and
hence should be detected, localized, and corrected/
repaired. Existing studies on sensor network fault localiza-
tion use active or passive measurements (see Section 2).
Active measurement incurs additional monitoring traffic (a
node needs to monitor itself or its neighbors, and transmit
the monitoring results locally or to a centralized server),
which consumes precious resources of sensor nodes, and
may reduce the lifetime of the network. On the other hand,
it has the advantage that it can exactly pinpoint the faults.
Passive measurement uses existing end-to-end data inside
the network: if end-to-end data indicate faulty end-to-end
behaviors, then some components in the network must be
faulty. It introduces no additional traffic into the network,
and hence is an attractive approach for energy-stringent
sensor networks. On the other hand, it poses the challenge

of fault inference—accurate inference from end-to-end data
(i.e., locating all faults with low false positives) is not
always possible because end-to-end measurements can
have inherent ambiguity (see Section 3).

Motivated by the complementary strengths of active
and passive measurements, we propose a novel approach
that uses active measurements to resolve ambiguity in
passive measurements, and uses passive measurements to
guide active measurements to reduce expected testing
cost (i.e., cost incurred from active measurements, see
Section 3). More specifically, we formulate a problem of
optimal sequential testing guided by end-to-end data. This
problem determines an optimal testing sequence of
network components that minimizes the total testing cost:
it picks the first component to be tested, based on the test
result (i.e., it is faulty or not faulty) and the end-to-end
data (passive measurements, which indicate potential
faults); it determines the next component to be tested.
This sequential testing continues until the identified faulty
components have explained all end-to-end faulty beha-
viors. Since these identified faults may not have included
all faults in the network, we identify all faults by solving
the optimal sequential testing problem in iterations. In an
iteration, based on end-to-end data in this iteration, we
solve the optimal sequential testing problem to identify a
set of faulty components. We then repair all the identified
faulty components and start the next iteration. The
iteration repeats until all end-to-end behaviors are normal.
At this time, all faulty components have been identified
and repaired.

We prove that the problem of optimal sequential testing
is NP-hard, and propose a recursive approach to solve it.
This recursive approach leads to a polynomial-time optimal
algorithm for line topologies, while requiring exponential
running time for general topologies. Therefore, we further
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develop two polynomial-time heuristic schemes for general
topologies. We evaluate the performance of these two
heuristic schemes through extensive simulation in sensor
networks of static and dynamic topologies. Our simulation
results show that both schemes only need a few iterations
and testing a very small subset of components to localize all
faults in a network. These results demonstrate the benefits
of our approach: it is superior to using active measurements
alone since it selectively tests a very small subset of
components; it is superior to fault inference using passive
measurements alone since it localizes all faulty components
while fault inference may suffer from a large number of
false positives and false negatives [9], [14], [15].

Our approach also outperforms two state-of-the-art
approaches [5], [13] that identify and repair all faults in a
network. These two approaches also run in iterations. The
exhaustive inspection approach [5] differs from our
approach in that at each iteration, it infers in parallel (rather
than in sequence) a set of potential faulty components from
end-to-end measurements, tests each identified component,
and repairs the faulty ones at the end of the iteration. It has
to test all identified components because some of them may
be false positives. Hence, the number of tests is at least
equal to the total number of faulty components, while our
approach requires much less number of tests. The approach
in [13] infers the best component to be tested in each
iteration, and repairs the component, if necessary. Since it
only tests a single component in an iteration, it may lead to
a large number of iterations to localize and correct all faults.
To reduce the number of iterations, the authors also
consider identifying multiple faults in parallel in an
iteration, which is similar in spirit to exhaustive inspection
[5] and suffers from the same drawbacks.

The rest of the paper is organized as follows: Section 2
reviews related work. Section 3 presents the problem setting.
Section 4 describes a recursive approach to solve the optimal
sequential testing problem, and an optimal solution for line
topologies. Section 5 describes the two heuristic schemes.
Section 6 presents evaluation results. Finally, Section 7
concludes the paper and presents future work.

2 RELATED WORK

We consider the problem of localizing and correcting
network-related faults in a deployed sensor network. Most
existing studies use either active or passive measurements
for this purpose.

Active measurements provide accurate view of the
network at the price of introducing additional monitoring
traffic into the network. Zhao et al. design a residual energy
scan for a sensor network that depicts the remaining energy
inside the network [29]. From the scan, a network operator
can discover areas with low residual energy and take
corrective actions. The same authors also propose an
architecture that computes aggregates for sensor network
monitoring [30]. This approach continuously collects ag-
gregates (sum, average, count) of network properties
(e.g., loss rates, energy level), triggers scan of the network
when observing sudden changes in the aggregates, and
further debugs the problem through detailed dumps of
node states. To limit the scope of the monitoring traffic to a
local area, Hsin and Liu propose a distributed monitoring

architecture where each node monitors its neighbors by
periodically sending them probes [10]. More recently, Tolle
and Culler design a sensor network management system
(SNMS) that allows a network operator to query the
network for health information [23]. Whitehouse et al.
propose Marionette, which extends SNMS by providing
users the ability to call functions, and read or write variables
in embedded applications [27]. Ramanathan et al. propose
Sympathy, a tool for detecting and debugging failures in
sensor networks [19]. Sympathy carefully selects metrics
that enable efficient failure detection and includes an
algorithm that analyzes root causes. Rost and Balakrishnan
design a health monitoring system, Memento, that delivers
state summaries and detects node failures [21]. Last,
Gruenwald et al. propose a remote management system
for a wide area sensor network that contains multiple and
heterogenous networks [8].

Active measurements consume precious resources of the
sensor network. Furthermore, malicious behaviors can
mislead fault localization that solely relies on active
measurement, e.g., a node may not report its status or its
neighbors’ status honestly, or an intermediate node may
manipulate the forwarded messages or aggregates. Passive
measurement using existing end-to-end data in sensor
networks does not suffer from the above drawbacks. Hartl
and Li use traditional network tomography techniques to
infer node loss rates [9], and Mao et al. use a factor graph
decoding method to infer link loss rates [14]. Both
techniques, however, heavily rely on a data aggregation
procedure (that is used to guarantee correlation among
packets). Furthermore, their assumption of a fixed tree
limits their applicability. Nguyen and Thiran propose lossy
link inference schemes that use uncorrelated packets and
take account of dynamic network topologies [15]. Their
schemes, however, may lead to a large number of false
positives and false negatives in certain circumstances.
Broadly speaking, fault inference from end-to-end data
falls into network tomography, i.e., inferring internal
properties through end-to-end measurement. A rich collec-
tion of network tomography techniques has been developed
in the past (see [1] for a review). Most of these techniques
are developed for wired networks and cannot be applied
directly to wireless sensor networks. This is because most of
them rely on correlated packets (through multicast or
striped unicast packets) and require static topology. In
wireless sensor networks, however, end-to-end data are not
correlated and topology may change over time.

Our approach differs from existing studies on sensor
network fault localization in that it carefully combines
active measurements and end-to-end data. The study in [19]
also uses end-to-end data together with active measure-
ments: it uses end-to-end data to detect faults, which in turn
trigger active measurements and root-cause analysis. It,
however, does not utilize end-to-end data to guide selective
active measurement (to reduce expected testing cost) as in
our study. Two existing studies [5], [13] combine end-to-
end measurements and active testing to identify and correct
all faults in a network. Our approach outperforms these two
approaches (see Sections 1 and 6).

Finally, sequential testing (or online decision) has been
studied in the fields of machine troubleshooting, medical
diagnosis, and computer decision making (e.g., [3], [2], [7],
[17], [18]). Our sequential testing problem differs from that
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in other fields in two important aspects: 1) our sequential
tests are on individual components (instead of multiple
components) with the guidance of end-to-end data that
provide insights into the status of multiple components;
and 2) we diagnose multiple faults instead of a single fault
that is often assumed in other fields.

3 PROBLEM SETTING

3.1 Assumptions

Consider a sensor network where sensed data are sent
(periodically) from sources to a sink. As in [19], we assume
the amount of end-to-end data can be used to detect faults
in the network: insufficient amount of data indicates faults,
while sufficient amount of data indicates that the network is
operating normally. The status of a component (i.e., whether
faulty or not) can be tested through active measurements,
e.g., by monitoring the component locally, or looking into
the internal states of relevant components (e.g., using [27]).
This test incurs a testing cost, which accounts for personnel
wages when human is involved, or the resources used at a
sensor node to monitor itself and neighboring nodes/links,
or the energy and network bandwidths used to transfer the
monitoring results to the sink.

A fault in a sensor network can be of various forms. For
ease of exposition, we only consider faults in the form of
lossy links (we briefly discuss lossy nodes in Section 5.5 and
present results when nodes can be lossy in Section 6.2). In
particular, our goal is to locate persistently lossy links that
are used in routing. These persistent faults can be due to
physical obstacles and/or faults at the sensor nodes (e.g.,
low battery, hardware faults, or program bugs). They can be
corrected by removing the root causes. We do not consider
transient lossy links (e.g., due to interference or background
noise) since they are not caused by persistent faults that
need to be localized and corrected.

We determine whether a link is lossy or not based on its
average loss rate or reception rate (defined as one minus the
average loss rate). Since existing studies (e.g., [4], [11], [24],
[12]) show that packets of different sizes may experience
different loss rates at a link, we assume the data packets that
are transmitted from the sources to the sink are of the same
size, and use the loss rate (or reception rate) experienced by
these data packets at a link as the loss rate of that link. We
say link l is lossy or bad if its average reception rate lies
below a threshold, tl. Otherwise, we say l is not lossy or good.
We assume the threshold, tl, can clearly separate good and
bad links, i.e., good links have reception rates much larger
than tl while bad links have reception rates much lower
than tl. This is reasonable since measurement studies have
shown that link loss rates in sensor networks are either
large or small, but rarely in between [20], [15].1 We assume
that the losses at different links are independent of each
other (as shown in [15]). Furthermore, if a link is good (or
bad) on one path, then it is good (or bad) on all paths that
use the link.

The routing path from a source to the sink can be static or
dynamic (e.g., due to a dynamic routing technique [28]).
Fig. 1 shows an example topology, where sources s1, s2, and
s4 use a single path; source s3 uses two paths dynamically.
We consider two settings of the problem: 1) we know
complete path information, i.e., we know the path used by a
source at any point of time; and 2) we only know
probabilistic path information, i.e., we only know the set of
paths that are used by a source and the probability using
each path. The first setting applies to static topologies, and
dynamic topologies where up-to-date path information is
available, e.g., obtained through a path reporting service
which reports the parent of a node periodically as in [22], or
from information embedded in data packets [28]. The
second setting applies to dynamic topologies where it is too
costly to obtain complete path information (e.g., it might
consume too much energy), and hence a path reporting
service only runs at coarse time scales, and the probability
to use a path is estimated from the frequency that this path
is reported to be used.

When knowing complete path information, we define
path reception rate as the probability that a packet traverses a
path successfully. We assume that data are not aggregated
while being transmitted inside the network, and path
reception rate can be estimated from end-to-end data: when
n data packets are transmitted along a path and m packets
are received successfully, the path reception rate is
estimated as m=n. As mentioned earlier, we assume that
the amount of end-to-end data indicates whether a fault
exists along a path. In particular, we assume, for path P ,
there exists a threshold, tP , so that it contains at least one
bad link if and only if its reception rate is below tP . We next
illustrate when this assumption holds. Consider a path of h
links. Assume good links have reception rate at least �,
while bad links have reception rate no more than �,
0 � � < � � 1. When the path contains no bad links, the
path reception rate is at least �h (since each good link has
reception rate at least � and the losses at the various links
are independent, a path of h good links has reception rate at
least �h); otherwise, it is no more than �. Therefore, when
�h > �, there exists a threshold (any number in ð�; �hÞ, e.g.,
ð� þ �hÞ=2) so that the path contains at least one bad link if
and only if its reception rate is below this threshold. The
condition �h > � holds when good and bad links have
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Fig. 1. (a) An example network topology, where four sources send data
to a sink. (b) The constructed topology by contracting links l7 and l8 in
(a). (we assume end-to-end data indicate that the path from source s4 to
the sink is good, and hence links l7 and l8 are good.)

1. Several other studies reveal links that have intermediate loss rates [28],
[6], [32]. Since these types of links can have significant negative impact on
the performance of upper layer protocols [6], [31], we assume the routing
protocol used in the sensor network avoids using such links, and hence
most links used in the routes have either large or small loss rates.



significantly different reception rates, which is true in
wireless sensor networks as mentioned earlier. For conve-
nience, we say path P is lossy or bad if its reception rate is
below the threshold, tP (in other words, it contains at least
one lossy link); otherwise, it is not lossy or good.

When only knowing probabilistic path information, we
define source-sink reception rate as the probability that a
packet is sent from a source to the sink successfully. It can
be estimated from end-to-end data: when n packets are sent
from a source to the sink, and m packets arrive successfully,
it is estimated as m=n. We again assume that there exists a
threshold so that at least one link used by a source-sink pair
is lossy if and only if the source-sink reception rate is below
this threshold. Again, we say a source-sink pair (or simply a
pair) is lossy or bad if its reception rate is below the
threshold; otherwise, it is not lossy or good.

The above assumptions imply that all the links on a good
path/pair are good, and a bad path/pair contains at least
one bad link. Therefore, the potential bad links are the ones
that are used by bad paths/pairs, excluding those used by
good paths/pairs.

3.2 Sequential Testing Guided by End-to-End Data

Using end-to-end data (i.e., passive measurements), we
have narrowed down the potential lossy links to the set of
links that are used by bad paths/pairs, excluding those
used by good paths/pairs (since all the links on a good
path/pair are good). Testing individual links (i.e., active
measurements) can pinpoint which potential lossy links are
indeed lossy. We now motivate the benefits of sequential
testing using an example in Fig. 2a. This example shows
two paths, P1 ¼ ðl3; l2; l1Þ and P2 ¼ ðl4; l2; l1Þ. Suppose end-
to-end data indicate that both paths are bad. When
determining which links are lossy, we face the following
ambiguities. First, since links l1 and l2 are used by both
paths, they cannot be differentiated solely from end-to-end
data. Second, since both paths are lossy, the lossy links can
be the common links (i.e., l1 and/or l2), both leaf links (i.e.,
l3 and l4), or a combination of the above two scenarios. The
above ambiguity can be resolved by testing individual links.
An advantage of sequential testing is that as we reveal the
status of one link, this knowledge may provide information
on other links, and hence inform later decisions.

We next formulate the problem of sequential testing
guided by end-to-end data. For simplicity, the formulation

below assumes complete path information (the scenario
where we know probabilistic path information only differs
in that we use source-sink pairs instead of paths). A
sequential testing problem takes as input a topology
constructed from the original one through edge contraction
[26].2 More specifically, the links (i.e., edges) that are
known to be good are contracted. Therefore, the resultant
topology only contains potential bad links that are used by
bad paths but not used by good paths. Let L ¼ fl1; . . . ; lMg
denote the set of potential bad links. Let P ¼ fP1; . . . ; PNg
denote the set of bad paths that are identified from end-to-
end data. Furthermore, let Pi � P represent the set of bad
paths that use link li. Fig. 1b shows a topology constructed
from Fig. 1a by contracting links l7 and l8 that are known to
be good. Henceforth, unless otherwise specified, topology
refers to the topology constructed from the original one
through edge contraction. Each potential lossy link, li, is
associated with a testing cost ci > 0, and a probability pi
that denotes the prior probability that link li is lossy.

A solution to the sequential testing problem is to
determine the next link to test depending on the previous
link that is tested, its corresponding test result (i.e., whether
it is lossy or not), and end-to-end data, so that all bad paths
are explained (i.e., each bad path contains at least one link
that has been found to be lossy). More conveniently, we can
describe a solution to the sequential testing problem using a
binary AND/OR decision tree. In the tree, an OR node
represents the set of potential lossy links, and an AND node
represents testing a link. A leaf node is reached when all
lossy paths have been explained, and the leaf node is
marked with the set of bad links that has been identified to
explain the lossy paths. Each AND node has two branches,
leading to two OR nodes based on whether the link tested is
lossy or not. If the link is good, the AND node branches left
and the arc is marked with “G;” otherwise, the AND node
branches right and the arc is marked with “B.”

The expected total testing cost of a solution to the
sequential testing problem is the sum of the expected
testing costs over all links (in the input of the problem),
where the expected testing cost of a link is the testing cost of
this link times the probability that this link is tested. More
conveniently, the expected total testing cost can be
calculated from the binary decision tree: it is the sum of
the expected testing costs over all AND nodes, where the
expected testing cost of an AND node is the testing cost for
the link tested at this AND node times the probability that
this AND node is reached in the tree. An optimal solution to
the sequential testing problem is one that leads to the
minimum expected total testing cost.

We next use an example to illustrate sequential testing.
Fig. 2b shows a binary decision tree (not necessarily the
optimal one) for the example in Fig. 2a. The root of the tree
contains all potential lossy links. The first link tested is l1. If
l1 is bad, sequential testing stops (since both lossy paths
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Fig. 2. An example illustrating sequential testing.

2. In graph theory, an edge contraction is an operation that removes an
edge from a graph while simultaneously merging together the two vertices
that it previously connected. More formally, contraction of an edge e ¼
ðu; vÞ replaces the two end points u and v with a single vertex w such that
edges incident to w each correspond to an edge incident to u or v. The
resulting graph has one less edge and one less node than the original one,
and may contain loops and multiedges.



have been explained) and identifies one lossy link, l1.
Otherwise, the set of potential bad links is reduced to
l2; l3; l4, and the next link tested is l2. If l2 is bad, sequential
testing stops and identifies one lossy link, l2. Otherwise,
sequential testing stops and concludes that links l3 and l4
are lossy. The expected total testing cost of this decision tree
is c1 þ ð1� p1Þc2 since there are two AND nodes in the
decision tree; the expected testing cost of the AND node
that tests l1 is c1, while the expected testing cost of the AND
node that tests l2 is ð1� p1Þc2 since l2 is only tested when l1
is good, which happens with probability ð1� p1Þ.

Note that we may not have identified all lossy links
when the above sequential testing stops. For instance, in
Fig. 2a, when both l1 and l3 are lossy, the decision tree in
Fig. 2b stops after finding link l1 to be lossy. To identify all
lossy links, we run sequential testing in iterations; at the
end of an iteration, we repair all lossy links (by finding
out the root causes and removing the root causes) that
have been found in the iteration. The iteration continues
until all end-to-end behaviors are good. The reason why
we do not intend to find all lossy links in one iteration is
that end-to-end data in a later iteration may reveal link
status at no additional testing cost. For instance, in the
above example, if l1 is lossy and the next iteration shows
no lossy links, then we know that the rest of the links are
good without any additional test.

3.3 Discussion

Our sequential testing problem differs from existing
studies [5], [15], [16] in important ways. The goal of
existing studies is to find the most likely set of lossy links
that explains the faulty end-to-end behaviors, while our
goal is to minimize testing cost. Therefore, we may
purposely test a link that is likely to be good as long as it
can reduce testing cost. Our approach and the ones in
existing studies [5], [15], [16] can run in iterations until all
lossy links are located and repaired. As we shall see
(Section 6), our approach requires a similar or lower
number of iterations and a much lower testing cost.

The goal of our sequential testing problem is to minimize
expected testing cost. In practice, minimizing the total
number of iterations to locate and repair all faulty
components can also be an important goal. Our formulation
can be extended to incorporate this goal as follows: we can
use a cost to represent the number of iterations required to
locate and repair all faulty components, and minimize a
weighted sum of this cost and the testing cost, or we can
formulate a constrained optimization problem that mini-
mizes total testing cost under a constraint on the number of
iterations, or minimizes the required number of iterations
under a constraint on total testing cost. Further exploration
of these problems is left as future work.

4 OPTIMAL SEQUENTIAL TESTING

The sequential testing problem formulated in Section 3 is
NP-hard; the proof is found in the Appendix I, which can be
found on the Computer Society Digital Library at http://
doi.ieeecomputersociety.org/10.1109/TMC.2011.98. In the
following, we first present a recursive approach to solve it
under general topologies, and then consider two special
types of topologies, namely lines and trees.

4.1 General Topology

For a given instance of the optimal sequential testing
problem, I, let J�ðIÞ denote the minimum expected testing
cost from optimal sequential testing. It is clear that J�ðIÞ ¼
0 when no potential lossy link is in I. In general, we can
determine J�ðIÞ using the following recursive equation:

J�ðIÞ ¼ min
lk2L
fck þ pkJ�ðIkbÞ þ ð1� pkÞJ�ðIkgÞg; ð1Þ

where ck is the testing cost of link lk, Ikb is the resultant
instance when lk is found to be lossy, and Ikg is the resultant
instance when lk is found to be good. The expression,
ck þ pkJ�ðIkbÞ þ ð1� pkÞJ�ðIkgÞ, is the optimal expected
testing cost when link lk is chosen to be tested.

We next describe how to obtain instances Ikb and Ikg.
Before that, we first define two types of links. We say a link
is responsible if there exists at least one bad path that can
only be explained by this link being lossy; we say a link is
irrelevant if it is used by none of the bad paths to be
explained. Algorithm 1 describes, after determining that lk
is lossy, how to obtain Ikb from I. More specifically, it
contracts link lk (i.e., removes lk from L while merging the
two end nodes of lk) and removes Pk from P (since all the
bad paths in Pk have been explained). After that, it finds
irrelevant links, and contracts these links. Algorithm 2
describes, after determining that lk is good, how to obtain
Ikg from I. It first contracts link lk, which may lead to
responsible links. It then contracts these responsible links,
and remove all the bad paths that use these links from P,
which may further lead to irrelevant links to be contracted.
It is easy to see that the running time of Algorithm 1 is
OðmaxkjPkj þ jLjÞ, while the running time of Algorithm 2 is
OðjLkPj þ jLjÞ.

Algorithm 1. Obtain instance Ikb
1: contract link lk
2: remove all the paths in Pk from P
3: for all li 2 L do

4: if li is irrelevant then

5: contract link li
6: end if

7: end for

Algorithm 2. Obtain instance Ikg
1: contract link lk
2: for all li 2 L do

3: if li is responsible then

4: contract link li
5: remove all the paths in Pi from P
6: end if

7: end for

8: for all li 2 L do

9: if li is irrelevant then

10: contract link li
11: end if

12: end for

Following the recursive equation (1), a solution to the
optimal sequential testing problem can be obtained in a top-
down manner by constructing the full decision tree. Fig. 3
shows an example. This topology has three potential lossy
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links, l1, l2, and l3, and two bad paths, P1 ¼ ðl1; l2Þ and
P2 ¼ ðl1; l3Þ. As shown in Fig. 3b, at the top level, we may
choose to test link l1, l2, or l3. Suppose we test l1. If it is good,
then following Algorithm 2, we contract l1, and discover
that l2 and l3 are responsible links since they are the only
potential lossy links on paths P1 and P2, respectively. After
that, we contract l2 and l3, and remove the paths that use l2
and l3, leading to a leaf state (i.e., an empty topology) that
concludes l2 and l3 as lossy. If l1 is bad, then following
Algorithm 1, we contract l1 and remove the two paths that
use l1, which leads to a leaf state that concludes l1 as lossy.
Since testing costs of leaf nodes in the decision tree are zero,
the expected testing cost when testing l1 at the top level is
c1. Similarly, we can construct the decision trees when
testing l2 or l3 at the top level, and obtain the corresponding
expected testing costs. The optimal testing cost is the
minimum of the three expected testing costs (starting with
l1, l2, or l3 at the top level, respectively).

The above procedure generally requires exponential
running time. We next discuss optimal sequential testing
in two special types of topologies: lines and trees.

4.2 Line Topology

We next derive an optimal solution for a line topology.
Consider a line topology with M links, L ¼ fl1; . . . ; lMg, as
shown in Fig. 4a. Since the topology contains a single path,
we can stop after finding one lossy link (since the single bad
path has been explained by this lossy link); otherwise, we
proceed to test the next link. We need to test at most ðM �
1Þ links, since we can stop when the ðM � 1Þth link is either
bad or good—when it is good, then the Mth link (i.e., the
link that has not been tested) must be bad. Suppose the
testing sequence is l½1�; . . . ; l½M�1�. Then, the decision tree is
as shown in Fig. 4b. Let c½i� and p½i� denote, respectively, the
testing cost and the prior probability of being lossy for link
l½i�. The expected test cost for this testing sequence is

J ¼ c½1� þ ð1� p½1�Þc½2� þ ð1� p½1�Þð1� p½2�Þc½3�
þ ð1� p½1�Þ � � � ð1� p½M�2�Þc½M�1�:

ð2Þ

From (2), it is easy to see that when the testing costs of all
the links are the same, i.e., ci ¼ c, 8i, the optimal testing
sequence is one of sorting the links in decreasing order
according to their prior probabilities of being lossy, testing
the first M � 2 links in order, and then testing one of the

two remaining links (we can choose either one since they
have the same cost and the cost J is independent of p½M�1�,
i.e., the prior probability of the ðM � 1Þth link that is tested).
Similarly, when the prior probabilities are the same, i.e.,
pi ¼ p, 8i, the optimal testing sequence is sorting the links in
increasing order according to their testing costs, and testing
the first M � 1 links in order. For general settings, the
following theorem describes a property that an optimal
solution should satisfy.

Theorem 1. For a line topology with potential lossy links

l1; . . . ; lM , the first M � 2 tests in an optimal testing sequence

l½1�; . . . ; l½M�1� must satisfy the following property:

p½1�
c½1�
�
p½2�
c½2�
� � � � �

p½M�2�
c½M�2�

: ð3Þ

Proof. We prove this theorem by contradiction. Suppose the
optimal testing sequence l½1�; . . . ; l½M�2�; l½M�1� does not
satisfy the stated property. That is, we can find two links,
l½i� and l½iþ1�, i < M � 2, such that

p½i�
c½i�

<
p½iþ1�
c½iþ1�

:

Let J denote the testing cost of this testing sequence. Let
J 0 denote the testing cost of a testing sequence that
switches the order of l½i� and l½iþ1�. Let q½i� ¼ 1� p½i�. Then,

J ¼ c½1� þ � � � þ q½1�q½2� � � � q½i�1�c½i�

þ q½1�q½2� � � � q½i�c½iþ1� þ � � � þ q½1� � � � q½M�2�c½M�1�

J 0 ¼ c½1� þ � � � þ q½1�q½2� � � � q½i�1�c½iþ1�

þ q½1�q½2� � � � q½i�1�q½iþ1�c½i� þ � � � þ q½1� � � � q½M�2�c½M�1�:

Hence,

J � J 0 ¼ c½i�ð1� q½iþ1�Þ þ c½iþ1�ðq½i� � 1Þ
¼ c½i�p½iþ1� � c½iþ1�p½i� > 0:

This contradicts the assumption that l½1�; . . . ; l½M�2� is the
optimal testing sequence. Therefore, the first M � 2 links
in an optimal testing sequence must satisfy

p½1�
c½1�
�
p½2�
c½2�
� � � � �

p½M�2�
c½M�2�

:

ut
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Fig. 3. An example illustrating the recursive approach for the sequential
testing problem.

Fig. 4. Optimal sequential testing in a line topology.



Based on Theorem 1, we derive an optimal sequential
testing algorithm for line topologies as follows: by
randomly choosing M � 2 links out of l1; . . . ; lM , and testing
them following the optimal property (3), we construct
MðM � 1Þ testing sequences that satisfy the optimal
property (since there MðM � 1Þ ways of choosing M � 2
links out of M links). For each such sequence, according to
expression (2), the ðM � 1Þth link to be tested should be the
one with the lower cost of the two remaining links that have
not been tested. Therefore, by appending the ðM � 1Þth link
thus selected, we construct MðM � 1Þ testing sequences,
each with M � 1 links, and the optimal testing sequence is
the one with the lowest expected testing cost among all
these sequences.

The complexity of the above algorithm is OðM2Þ. When
M ¼ 2, it reduces to testing the link with the lower cost. For
M > 2, it tends to test a link with high prior probability of
being faulty and a low testing cost first.

We next use an example to illustrate the optimal
solution for line topology. Consider a line topology with
four links. The testing costs of these four links are 7, 6, 4,
and 4, respectively. Their prior probabilities of being faulty
are 0.23, 0.18, 0.10, and 0.09, respectively. Hence, p1=c1 ¼
0:033, p2=c2 ¼ 0:030, p3=c3 ¼ 0:025, and p4=c4 ¼ 0:023. Ac-
cording to Theorem 1, the first two links tested in an
optimal solution should satisfy condition (3). In this
example, since p1=c1 > p2=c2 > p3=c3 > p4=c4, the first two
links tested, li and lj, should satisfy i < j. Following the
optimal algorithm described above, we obtain the optimal
testing sequence: test l2 first; if l2 is good, then test l3; if l3 is
good, then test l4. The expected testing cost of this optimal
solution is 12.23. Note that, maybe counterintuitively, the
link with the highest ratio of pi=ci, l1, is not included in the
optimal solution.

4.3 Tree Topology

We have the following proposition for a tree topology:

Proposition 4.1. Consider a tree topology, T . The root of the tree
is r, which has k children, u1; . . . ; uk, as illustrated in Fig. 5.
Let T ðuiÞ denote the subtree rooted at ui, and T 0ðuiÞ denote the
tree consisting of tree T ðuiÞ and the link ðui; rÞ, i ¼ 1; . . . ; k.
Then, J�ðT Þ ¼

Pk
i¼1 J

�ðT 0ðuiÞÞ.
Proof. Since T is a tree, any decision made in T 0ðuiÞ does

not affect that in T 0ðujÞ, i 6¼ j (this is clear from
Algorithms 1 and 2). Therefore, testing T 0ðuiÞ and
T 0ðujÞ is independent of each other, and the optimal
testing cost for T is the sum of the optimal testing costs
of T 0ðuiÞ, i ¼ 1; . . . ; k. tu

Based on Proposition 4.1, it is sufficient to consider trees

in which the root has a single child. We next show that,

even for the simplest trees of such form, the optimal

solution depends on many factors. Consider a tree with

three links and two branches as shown in Fig. 3a. For link li,

its testing cost is ci and its prior probability of being lossy is

pi, i ¼ 1; 2; 3. Following the decision tree shown in Fig. 3b,

let Ji denote the optimal expected testing cost when starting

with link li. Then,

J1 ¼ c1

J2 ¼ c2 þ p2 minðc1; c3Þ
J3 ¼ c3 þ p3 minðc1; c2Þ:

We next derive the optimal solution by considering the

following cases:

. Case 1 (c1 � c2 and c1 � c3). In this case, J1 < J2 and
J1 < J3, and hence the optimal solution is to test l1,
following the decision tree rooted as l1 in Fig. 3b.

. Case 2 (c1 > c2 and c1 � c3). In this case, J1 < J3,
and J2 ¼ c2 þ p2c1. If c2 < c1 � c2=ð1� p2Þ, then
J1 � J2, and the optimal solution is to test l1.
Otherwise, the optimal solution is to test l2 first; if
l2 is good, then test l1.

. Case 3 (c1 � c2 and c1 > c3). Similar as above, if
c3 < c1 � c3=ð1� p3Þ, the optimal solution is to test
l1. Otherwise, the optimal solution is to test l3 first; if
l3 is good, then test l1.

. Case 4 (c1 > c2 and c1 > c3). In this case, J1 ¼ c1,
J2 ¼ c2 þ p2c3, and J3 ¼ c3 þ p3c2. The optimal test-
ing sequence depends on the relative ordering of
J1, J2, and J3, which can be any one of the six
possible orderings.

The above example shows that, even for the simplest tree

topology, determining the optimal solution is nontrivial.

Section 5 proposes two heuristic schemes for general

topologies.

5 HEURISTIC SEQUENTIAL TESTING SCHEMES

In this section, we develop two heuristic algorithms to
solve the sequential testing problem. Both algorithms
choose a sequence of links to test. After testing a link,
based on whether the link is good or bad, it obtains the
resultant topology following Algorithm 1 or 2, and then
chooses another link to test. We next describe these two
algorithms in detail.

5.1 Ordering Algorithm

In each step, this algorithm picks the link with the highest

nkpk=ck (breaking ties arbitrarily), where nk is the number of

paths that use link lk, i.e., nk ¼ jPkj. Intuitively, it favors

links with high values of pk=ck. Furthermore, it favors links

that are used by more paths. This is because, intuitively,

knowing the status of such links may provide more

information. For instance, for the tree in Fig. 5, after finding

link ðr; uiÞ to be lossy, all the paths using ðr; uiÞ are

removed, and hence none of the links in the subtree rooted

at ui needs to be tested. The complexity of this scheme is
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Fig. 5. An illustration of tree topology in Proposition 4.1.



OðjLj2jPjÞ since each step has running time of OðjLjjPjÞ,
and there are at most OðjLjÞ steps.

We next use an example to illustrate this scheme. The
topology is shown in Fig. 6, where three sources send data
to a sink. It has five links, l1; . . . ; l5. The ground truth is that
links l1 and l5 are bad. The cost for testing a link is 1 unit.
The probability that a link is lossy is p ¼ 0:2. We first
assume that we know complete path information. In this
case, end-to-end data indicate that all paths are lossy. We
denote the bad paths as P1 ¼ ðl2; l1Þ, P2 ¼ ðl3; l1Þ, P3 ¼
ðl4; l1Þ, and P4 ¼ ðl5Þ. Without any testing, we identify l5 as a
responsible link since it is only used by P4, and P4 is lossy.
We, therefore, contract link l5 and remove P4. Afterward,
we obtain Pi, the set of paths that use link li as P1 ¼ fP1;
P2; P3g, P2 ¼ fP1g, P3 ¼ fP2g, P4 ¼ fP3g. Since all the links
have the same testing cost and prior probability of being
lossy, and l1 is used by more paths than other links, we test
link l1 first. Since l1 is lossy, all the lossy paths have been
explained, and the algorithm terminates. To summarize, for
this example, the ordering algorithm uses one iteration and
one test to identify all lossy links.

Let us look at the above example again assuming that we
only know probabilistic path information. In this case, we
consider three source-sink pairs, all identified as bad from
end-to-end data. Denote these bad pairs as P1 ¼ ðl2; l1Þ,
P2 ¼ ðl3; l1Þ, and P3 ¼ ðl4; l1; l5Þ. Since l1 is used by more
source-sink pairs than others, we will test link l1 first and
find it is lossy. After l1 is repaired, in the next iteration, we
find that only P3 is lossy. Since P3 uses three links, l1, l4, and
l5, and l1 is used by good pairs, we are left with two
potential lossy links, l4 and l5. Since both of them are used
by one path, we can choose to test either of them. In either
case, the algorithm locates the lossy link l5 and terminates.
To summarize, for this example, the ordering algorithm
uses two iterations and two tests to identify all lossy links.

5.2 Greedy Algorithm

In each step, this algorithm picks the link that provides the
highest gain (breaking tie arbitrarily). The gain from
knowing the status of a link is defined as the cost savings
(from the links that do not need to be tested due to this
knowledge) subtracted by the testing cost of this link. More
specifically, for link lk 2 L, let �k denote the expected gain
from knowing the status of link lk, let �kb denote the cost
savings when knowing lk is bad, and let �kg denote the cost
savings when knowing lk is good. From Algorithm 1, �kb is
the sum of the testing costs of all the irrelevant links
identified after knowing that lk is bad. Similarly, from
Algorithm 2, �kg is the sum of the testing costs of all the

responsible and irrelevant links identified after knowing
that lk is good. Then, �k ¼ pk�kb þ ð1� pkÞ�kg � ck, where pk
is the probability that lk is bad, and ck is the cost of testing lk.

The complexity of this algorithm is OðjLj3jPjÞ. This is
because in each step, it needs to run Algorithms 1 and 2 to
obtain the expected gain for each link that remains to be
tested, leading to a complexity of OðjLkPjÞ for each link (see
Section 4 on the complexities of Algorithms 1 and 2) and a
complexity of OðjLj2jPjÞ for all the links. Since there are at
most OðjLjÞ steps, the complexity of this scheme is
OðjLj3jPjÞ.

We now use the example in Fig. 6 to illustrate this
scheme. Let us first assume that we know complete path
information. We again first contract l5 and remove path
P4, and are left with three paths P1 ¼ ðl2; l1Þ, P2 ¼ ðl3; l1Þ,
and P3 ¼ ðl4; l1Þ. Then, we calculate the gains from testing
the various links as �1 ¼ 3pþ 3ð1� pÞ � 1 ¼ 2, �2 ¼ �3 ¼
�4 ¼ 2ð1� pÞ � 1 ¼ 0:8. The expected gain �1 is calculated
as above because if l1 is bad, then P1; P2, and P3 are
explained and hence we do not need to test links l2; l3,
and l4, leading to a saving of 3; if l1 is good, then l2; l3,
and l4 must be bad, leading to a saving of 3. The expected
gain �2 is 2ð1� pÞ � 1 since if l2 is bad, then it leads to no
savings; if l2 is good, then l1 must be bad, which makes
testing l3 and l4 unnecessary (since P2 and P3 have been
explained by l1), leading to a saving of 2. The gains �3 and
�4 are obtained in a similar manner as �2. Since testing l1
provides the maximum gain, we test l1 first. Since l1 is
lossy, all the lossy paths have been explained, and the
algorithm terminates. To summarize, for this example, the
greedy algorithm uses one iteration and one test to
identify all lossy links.

When we only know probabilistic path information, the
three lossy source-sink pairs are P1 ¼ ðl2; l1Þ, P2 ¼ ðl3; l1Þ,
and P3 ¼ ðl4; l1; l5Þ. We calculate the gains from testing the
various links as �1 ¼ 4pþ 2ð1� pÞ � 1 ¼ 2pþ 1 ¼ 1:4, �2 ¼
�3 ¼ 3ð1� pÞ � 1 ¼ 2� 3p ¼ 1:4, �4 ¼ �5 ¼ �1. The expected
gain �1 is calculated as above because if l1 is bad, then
P1; P2, and P3 are explained and hence we do not need to
test links l2; . . . ; l5, leading to a saving of 4; if l1 is good, then
l2 and l3 must be bad, leading to a saving of 2. The expected
gain �2 is 3ð1� pÞ � 1 since if l2 is bad, then it leads to no
savings; if l2 is good, then l1 must be bad, which makes
testing l3; l4, and l5 unnecessary, leading to a saving of 3.
The gain �3 is obtained in a similar manner. Knowing the
status of l4 or l5 does not lead to savings, and hence the gain
is �1. Since testing links l1, l2, and l3 provide the same
highest gain, we break the tie arbitrarily. Suppose we
choose to test l2. We find that l2 is good, and hence l1 must
be bad, which explains all source-sink pairs. After l1 is
repaired, the second iteration is similar to that under the
ordering algorithm. To summarize, for this example, the
greedy algorithm uses two iterations and two tests to
identify all lossy links.

5.3 Performance under Special Topologies

For a general topology, it is difficult to obtain the
approximation ratios of the two heuristic schemes com-
pared to the optimal solution. In the following, we briefly
discuss the performance of these two heuristic schemes
under line topologies and the simplest three-link tree
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Fig. 6. An example to illustrate the heuristic sequential testing
schemes, ci ¼ 1, pi ¼ 0:2, i ¼ 1; . . . ; 5. The ground truth is that links
l1 and l5 are bad.



topology (optimal solutions for these two types of topolo-
gies are described in Sections 4.2 and 4.3, respectively) to
provide some insights; their performance under general
topologies is studied through simulation in Section 6.

For line topology, ni ¼ 1; 8i, and hence the ordering
scheme picks the link with the highest pi=ci to test first.
When ci ¼ c, 8i, it tests the links in decreasing order of their
prior probabilities of being lossy, which is an optimal
solution. When pi ¼ p, 8i, it tests the links in increasing
order of their costs, which is again an optimal solution.
Under the greedy scheme, for link lk, �kg ¼ 0 and �kb ¼P

lj2L cj � ck, and hence �k ¼ pk
P

li2L ci � pkck � ck. It is
clear that this scheme also leads to an optimal solution
when ci ¼ c, 8i or pi ¼ p, 8i. In general, however, these two
heuristic schemes may not provide optimal solutions. For
instance, for the four-link line example in Section 4.2,
neither scheme leads to optimal solution. In particular, the
ordering scheme tests link l1 first; if l1 is good, it tests l2; if l2
is good, it tests l3, leading to an expected testing cost of
14.15. The greedy scheme tests l3 first; if l3 is good, it tests l4;
if l4 is good, it tests l2, leading to an expected testing cost of
12.51. Therefore, the testing costs of both schemes are larger
than the optimal cost of 12.23.

For the three-link tree topology, we describe the
performance of the two heuristic schemes under the
following special cases:

. Case 1 (ci ¼ c and pi ¼ p, 8i). Both the ordering and
greedy schemes obtain the optimal solution (i.e.,
testing l1, the top link in the tree).

. Case 2 (ci ¼ c, 8i, pi 6¼ p). The optimal solution is
testing l1 (see Section 4.3). The ordering scheme may
not choose to test l1, since n1p1=c1 ¼ 2p1=c, n2p2=
c2 ¼ p2=c, and n3p3=c3 ¼ p3=c, which may not satisfy
n1p1=c1 < n2p2=c2 and n1p1=c1 < n3p3=c3. It is easy to
see that the approximate ratio of the ordering
scheme for this case is 2 since in the worst case it
leads to an expected test cost of maxðcþ p2c; c þ
p3cÞ � 2c. Under the greedy scheme, we have

�1 ¼ c2 þ c3 � c1 ¼ c; �2 ¼ ð1� p2Þðc1 þ c3Þ � c2

¼ c� 2p2c < �1; �3 ¼ ð1� p3Þðc1 þ c2Þ � c3

¼ c� 2p3c < �1:

Hence, testing l1 leads to the highest gain, and the
greedy scheme tests l1 first, which is the optimal
solution.

. Case 3 (pi ¼ p, 8i, ci 6¼ c). In this case, neither the
ordering scheme nor the greedy scheme is guaran-
teed to provide an optimal solution. An example is
c1 ¼ 0:09; c2 ¼ 0:84; c3 ¼ 0:07, and pi ¼ 0:2; 8i. The
optimal solution is testing link l3 first; if it is lossy,
testing link l1, leading to an optimal testing cost of
0.088. The ordering scheme and greedy schemes
both test link l1, leading to a test cost of 0.09.

. Case 4 (c1 ¼ c; c2 ¼ c3 ¼ 2c). When pi ¼ p, both the
ordering and greedy schemes obtain the optimal
solution. When pi 6¼ p, the ordering scheme may
not lead to an optimal solution. Its approximate
ratio is 4 since in the worst case, the expected
testing cost is maxðc2 þ p2c3; c3 þ p3c2Þ � 4c while

the optimal testing cost is c (i.e., testing l1). The
greedy scheme obtains the optimal solution since

�1 ¼ c2 þ c3 � c1 ¼ 3c; �2 ¼ ð1� p2Þðc1 þ c3Þ � c2

¼ 3ð1� p2Þc� 2c < �1; �3 ¼ 3ð1� p3Þc� 2c < �1;

and hence the greedy scheme tests l1 since it leads to
the highest gain, which is the optimal solution.

In general, neither scheme is guaranteed to provide an
optimal solution in the three-link tree topology. In fact,
we can construct scenarios where these two heuristic
schemes can lead to much larger testing costs than the
optimal solutions.

5.4 Trade-Offs between the Ordering and Greedy
Schemes

The greedy scheme has a higher complexity than the
ordering scheme. On the other hand, in some of the
special settings discussed above, the greedy scheme leads
to optimal solutions while the ordering scheme may not
lead to optimal solutions. In Section 6, we compare the
performance of these two schemes in more general
settings where we, however, do not know the prior
probability that a link is lossy, and assume that the prior
probabilities of all the links are the same. As we shall see,
their performances are similar, while the ordering scheme
can slightly outperform the greedy scheme.

5.5 Discussion

So far, for ease of exposition, we only consider lossy links.
The above two heuristic schemes are also applicable to the
more general scenarios where both nodes and links can be
lossy. A lossy node can cause its adjacent links to be lossy
(e.g., when a node’s battery level is low, its incoming and
outgoing links can lose packets). Taking account of this, in
both ordering and greedy heuristics, when we have a tie
between a node and link, we select to test the node first
since if it is indeed lossy, once it is repaired, the correlated
faulty links caused by it are also repaired.

6 PERFORMANCE EVALUATION

We evaluate the performance of our heuristic algorithms
through extensive simulation (using a simulator that we
developed) in a sensor network. This network is deployed
in a 10 unit	 10 unit square. A single sink is deployed at
the center, and 500 other nodes (sources and/or relays) are
uniformly randomly deployed in the square. The transmis-
sion range of each node is 3 units. At a given point of time,
the paths from the sources to the sink form a reversed tree.
In the tree, node u has a directed link to v if v is in the
transmission range of u, and forward data for u.

We consider both static and dynamic routings. Under
static routing, the paths from the sources to the sink are
fixed, and we know the complete path information. More
specifically, the paths from the sources to the sink form a
spanning tree rooted at the sink. The leaves of the tree are
the sources. The number of branches of an intermediate
node in the tree is uniformly distributed in ½1; b�, b ¼ 10 or
5. We refer to b as branch ratio. A tree generated using
b ¼ 5 is “taller” and “thinner” than one generated using
b ¼ 10. Under dynamic routing, the routing tree from the
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sources to the sink is chosen randomly from multiple trees
at every time unit, and we assume a path report service (as
in [22]) that reports path information periodically to the
sink. When this service runs at every time unit, it provides
complete path information; when it runs at coarser time
scales (every 20 time units in our simulation), it provides
probabilistic path information and the probability to use a
route is estimated from the frequency that this route is
used. Note that when we only have probabilistic path
information, the topology is a general graph since for each
source we consider all the paths from the source to the
sink together during fault localization.

For testing costs, we consider two models, referred to as
homogeneous and heterogeneous cost models, respectively. In
the homogeneous cost model, all the nodes and links have
the same testing costs of 1 unit. This applies to the scenarios
where the monitoring overheads at the sensor nodes lead to
the most dominant testing cost, and the monitoring over-
heads at all the sensor nodes are very close. In the
heterogeneous cost model, the testing cost of a node or
link is proportional to its distance to the sink. More
specifically, a node that is k hops away from the sink has
a testing cost of k units; a link that is adjacent to the root has
a testing cost of 1 unit, and k hops away from the sink has a
testing cost of k units. This models the transmission costs of
sending monitoring data to the sink: data from a node k
hops away from the sink use k links to transmit data back to
the sink. Our simulation shows that the results under these
two cost models have similar trends. We, therefore, focus on
the homogeneous cost model, and only briefly describe the
results under the heterogeneous cost model in Section 6.1.3.

The prior probability that a node or link is lossy can be
estimated from historical data if a network has been
operating for a long time. It can also be estimated online
from end-to-end data using the technique in [16]. This
technique is, however, computational intensive, and we
were not able to obtain results in a reasonable amount of
time for our simulation scenarios. In the following, for
simplicity, we assume that the prior probabilities are
unknown, and all nodes and links have the same prob-
ability of being lossy (as in [5]). Under this assumption, the
ordering sequential testing scheme does not depend on the
exact value of p. For the greedy sequential testing scheme,
we set p to 0.2, 0.4, 0.6, or 0.8, and our simulation results
show that its performance is not sensitive to the choice of p.
The results below are for p ¼ 0:2.

The performance metrics we use are the number of
iterations required to identify all lossy components, and the
normalized testing cost, which is the total testing cost
normalized by the sum of the testing costs of the faulty
components. When the testing cost of each component is
1 unit, normalized testing cost is the number of components
that are tested divided by the number of lossy components
in the network.

We compare our sequential testing schemes with two
existing studies [5], [13] that also localize and repair all
faults in a network (Section 1 describes them briefly). One
approach [13] tests a single link in each iteration, which
requires a large number of iterations to localize and repair
all lossy links (the number of iterations increases linearly

with the number of bad paths, and it can require 30
iterations for only 30 bad paths). To reduce the number of
iterations, Lee et al. [13] propose another approach that tests
multiple links in parallel. This approach is similar in spirit
to the exhaustive inspection approach [5], and under our
setting (i.e., all links have the same probability of being
lossy and the same testing cost), the best heuristic using this
approach is essentially the same as exhaustive inspection. In
the following, we only present comparison results with
exhaustive inspection.3 In our preliminary version [25], we
also evaluate a baseline sequential testing scheme that
randomly selects a component (from the remaining poten-
tial lossy components) to test, and show that its perfor-
mance is much inferior to the greedy scheme. In this paper,
in the interest of space, we do not present results under this
randomized scheme.

Our simulation results are under three scenarios: where
only nodes are lossy, when only links are lossy, and when
both nodes and links can be lossy. In the following, we only
present the results under the second and third scenarios; the
results under the first scenario are similar to those under the
second one.

6.1 Lossy Links

We say a link is lossy if its transmission rate lies below 0.8
(i.e., its loss rate is above 0.2); otherwise, it is good. We use
two loss models. In the first model, a good link has
transmission rate of 0.99 and a bad link has transmission
rate of 0.75 (this model is also used in [14], [15]). In the
second loss model, a good link has transmission rate
uniformly distributed in ½�; 1� and a bad link has transmis-
sion rate uniformly distributed in ½0; ��, � > 0:8 and � < 0:8.
We only describe the results under the second loss model;
the results under the first one are similar.

We assume the losses at a link follow a Bernoulli or
Gilbert process. Under Bernoulli process, a packet traver-
sing a link is dropped with a probability that is equal to the
link loss rate. Under Gilbert process, a link is in a good or
bad state. When in a good state, the link does not drop any
packet; while in a bad state, the link drops all packets. The
transition probabilities between good and bad states are
chosen so that the average loss rate is what assigned to
the link. We only show the results under Bernoulli loss
process; the results under Gilbert loss process are similar
(since our algorithms use average loss rates and hence are
not sensitive to the loss process).

For each topology, we vary the percentage of lossy
links from 1 to 30 percent, and randomly choose lossy
links. For simplicity, we assume that once a lossy link is
repaired, it remains good (although our schemes can
handle the case where a repaired link becomes lossy again
in a later iteration).

6.1.1 Static Routing

In this setting, a good link has reception rate uniformly
distributed in ½0:95; 1�; a bad link has reception rate
uniformly distributed in ½0; 0:60�. We can find a threshold
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3. When implementing exhaustive inspection, we use the inference
algorithm in [16], which is applicable to general topologies and is the same
as that in [5] for a tree topology (the algorithm in [5] only considers trees).



to determine whether a path is good or bad. This is because
for a path of h links, its reception rate is at least 0:95h if it is
good and is at most 0.60 otherwise. We have h � 5 when the
branch ratio is 10 (i.e., b ¼ 10) and h � 7 when the branch
ratio is 5 (i.e., b ¼ 5). In both cases, 0:95h > 0:60, and hence
we can find a threshold to determine whether this path is
good or bad. In particular, we use ð0:95h þ 0:60Þ=2 as the
threshold. In each iteration, a source sends 400 packets to
the sink; the reception rate of a path is estimated from these
packets (when using 400 packets, the decision on whether a
path is good or bad is correct with probability close to one
in our setting). Each confidence interval below is obtained
from 150 simulation runs, using five randomly generated
routing trees and 30 simulation runs in each tree. We do not
plot them in the figures since they are very tight.

Fig. 7 plots the results when b ¼ 10. The results of
exhaustive inspection, and greedy and ordering sequential
testing schemes are plotted in the figure. We observe that
all three schemes require only a few iterations to localize all
lossy links. Under exhaustive inspection, the normalized
testing cost is at least 1 (it is higher than 1 since some
identified links are false positives). The two sequential
testing schemes have similar normalized testing costs (the
two curves overlap in the figure), which are around 0.2 for
all the settings, indicating that only a small fraction of links
(0.002 to 0.06 when the fraction of lossy link changes from
0.01 to 0.30) needs to be tested to localize all lossy links.

Fig. 8 plots the results when b ¼ 5. As expected, the
number of iterations and the normalized testing cost are
larger than those when b ¼ 10 for all the three schemes,
since end-to-end data in a “taller” and “thinner” tree
posses a larger amount of ambiguity in determining the
status of individual links. In this case, all three schemes
still need only a few iterations to localize all lossy links;

greedy and ordering sequential testing schemes still
maintain low normalized testing costs (around 0.4 for all
the settings), while exhaustive inspection has normalized
testing costs above 1.

6.1.2 Dynamic Routing

Under dynamic routing, we assume that the routing tree
from the sources to the sink is chosen randomly with equal
probability from two trees at every time unit. This is
motivated from the measurement results that for each
source, a small number of paths carry most traffic in a
sensor network under dynamic routing [15]. The two
routing trees have the same set of leaves (which are the
sources), and differ in the structure of intermediate nodes
(we form the second tree by randomly changing the parents
of the nodes in the first tree). Again, the number of
branches of an intermediate node is uniformly distributed
in ½1; b�, b ¼ 10 or 5. In all the topologies we generated,
above 94 and 91 percent of the sources use two paths when
b ¼ 10 and 5, respectively, the rest of the sources use one
path. For a source that uses two paths, the path lengths are
the same. Again, each confidence interval below is obtained
from 150 simulation runs, over five randomly generated
topologies and 30 simulation runs in each topology; we
omit them in the figures since they are very tight.

When knowing complete path information, the settings
for good and bad links are the same as those in the static
routing. In each iteration, a source sends 800 packets to the
sink (if a source uses two paths, approximately 400 packets
are sent on each path). Fig. 9 plots the results when b ¼ 5
(the results when b ¼ 10 are slightly better, figures omitted).
Again, all three schemes require a few iterations to localize
all lossy links. The normalized testing costs under all
three schemes are lower than those under static routing (see
Fig. 8). This is because the path diversity when using two
routing trees leads to less ambiguity than that when using a
single routing tree. Last, the normalized testing costs under
greedy and ordering sequential testing schemes are below
0.3 for all the settings, much lower than those under
exhaustive inspection.

When knowing probabilistic path information, a good
link has reception rate uniformly distributed in ½0:99; 1�; a
bad link has reception rate uniformly distributed in ½0; 0:60�.
In this setting, we can find a threshold to determine
whether a source-sink pair is good or bad. This is because,
for a source using two paths with equal probability, each
path of h links, the source-sink reception rate is at least 0:99h
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Fig. 7. Lossy link scenario, simulation results under static routing,
b ¼ 10.

Fig. 8. Lossy link scenario, simulation results under static routing, b ¼ 5.

Fig. 9. Lossy link scenario, simulation results under dynamic routing
when knowing complete path information, b ¼ 5.



when the source-sink pair is good, and is at most ð1þ 0:6Þ=2
otherwise. Since 0:99h > ð1þ 0:6Þ=2 (h � 5 when b ¼ 10 and
h � 7 when b ¼ 5), we can find a threshold to determine
whether the source-sink pair is good or bad. In particular,
we choose the threshold to be in the middle of ð1þ 0:6Þ=2
and 0:99h. In each iteration, a source sends 800 packets to
the sink, and the path report service sends 40 path reports
(it runs every 20 time units) to the sink for each source.

Fig. 10 plots the results under probabilistic path
information when b ¼ 5 (the results when b ¼ 10 are
slightly better, figures omitted). Again, all three schemes
require a few iterations, and the two sequential testing
schemes incur much lower testing costs than exhaustive
inspection. Observe that the number of iterations under the
two sequential testing schemes is slightly larger than that
under exhaustive inspection, which is opposite to the trend
when knowing complete path information (Figs. 8a and 9a).
This difference is due to the different amount of ambiguity
in these two settings: the setting with only probabilistic
path information has much more ambiguity than the setting
with complete path information (since the end-to-end
information in the former is for each source-sink pair,
containing all the links that are used by a source-sink pair
over all paths, while the end-to-end information in the
latter is for each individual path). Also, observe that the
testing costs under all three schemes are much larger than
those when knowing complete path information. This is
again due to the much larger amount of ambiguity when
not knowing the exact path information. Under the
sequential testing schemes, the number of links tested is
close to the number of lossy links (the normalized testing
cost is close to 1). Furthermore, for large fraction of lossy
links, the ordering heuristic slightly outperforms the greedy
heuristic. This is because, when all the links have the same
prior probability of being lossy, the ordering scheme does
not need to know the exact value, while the greedy scheme
uses the value to calculate the gain from testing a link, and
hence can be affected by inaccurate estimates of this value
(as in our case).

6.1.3 Heterogenous Cost Model

Results under the heterogeneous cost model have similar
trends as those under the homogeneous cost model.
However, we observe that the testing costs of the two
heuristic sequential testing schemes have slightly more
dramatic difference under the heterogeneous cost model.
For instance, under static routing and b ¼ 10, the normalized

testing costs using the greedy scheme are 4 to 7 percent
higher than those using the ordering scheme (figure
omitted), while in the homogeneous model, the perfor-
mance of these two schemes are very close (see Fig. 7). This
might be because the performance of the greedy scheme is
impacted more significantly by the inaccurate estimates of
the prior probabilities that links are lossy under the
heterogeneous cost model.

6.2 Lossy Nodes and Links

When both nodes and links can be lossy, we again say a
node or link is bad if its transmission rate lies below 0.8;
otherwise, it is good. A good node or link has transmission
rate uniformly distributed in ½�; 1� and a bad link has
transmission rate uniformly distributed in ½0; ��, � > 0:8 and
� < 0:8. Furthermore, we assume that when a node is lossy,
it causes all incoming and outgoing links to be lossy. When
choosing faulty components, we first decide whether to
choose a node or link (with equal probability), and then
randomly choose a node or link to be faulty. The percentage
of faulty components is from 1 to 30 percent. Since a lossy
node causes its adjacent links to be lossy, the number of
lossy components is larger than the specified value.

We again investigate static and dynamic routings, and
find that in all the cases the two sequential test schemes
have similar performances, and both require significantly
less iterations and lower testing costs than exhaustive
inspection. Fig. 11 shows one result under static routing,
b ¼ 10. We observe that the number of iterations required
by sequential test schemes is 37 to 52 percent lower than
that by exhaustive inspection, and the normalized inspec-
tion cost is around 26 percent lower than that by
exhaustive inspection. The more dramatic difference in
the number of iterations compared to those when only
links are lossy is because sequential testing schemes are
more effective in detecting and repairing lossy nodes in
earlier iterations. When a lossy node is repaired, all the
links that are faulty due to this node become good, which
leads to less ambiguity in end-to-end results, and hence
reduces the number of iterations.

7 CONCLUSIONS AND FUTURE WORK

In this paper, we formulated an optimal sequential testing
problem that carefully combines active and passive mea-
surements for fault localization in wireless sensor networks.
This problem determines an optimal testing sequence of
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Fig. 10. Lossy link scenario, simulation results under dynamic routing
when knowing probabilistic path information, b ¼ 5.

Fig. 11. Simulation results under static routing when both nodes and
links can be lossy, b ¼ 10.



network components based on end-to-end data to minimize
testing cost. We proposed a recursive approach and two
heuristic algorithms to solve it. Extensive simulation
demonstrated that our heuristic algorithms only require a
few iterations and testing a small subset of components to
identify all lossy components in a network.

As future work, we are pursuing in the following two
directions: 1) evaluating the performance of our approach
under other scenarios, for instance, when the location of
faulty components follows a more clustered distribution
instead of uniform random distribution and 2) developing
more scalable approaches to reduce the overhead in obtain-
ing complete path information under dynamic topologies.
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