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Abstract— Infrastructure-based overlay networks have been solve the problem of optimal proxy placement using the
proposed to support the quality of service requirements of shortest-path algorithm. When the number of proxies is

a wide range of applications. In this paper, we study using limited, we prove that the problem is NP-hard and solve
infrastructure-based overlay for delay-sensitive low-bandwidth '

group communications, such as teleconferencing and chat room. It using m_teger'“near Programm'”g (ILP).

In particular, we study where to place overlay nodes (called prox-  « We quantify the benefits from optimal proxy placement
ies) to minimize end-to-end delays. We formulate the problem and find that, perhaps surprisingly, only two out of the
of optimal proxy placement using integer-linear programming six networks benefit from using proxies, even when the

and quantify the benefits from using proxies in six real-world

networks. We find that, perhaps surprisingly, only two out of number of proxies is not limited. We furthermore use

the six networks benefit from using proxies. We furthermore network _characteristics to explain these benefits or lack

use network characteristics to explain these benefits or lack of of benefits.

benefits. Last, for the two networks which benefit from using « For the two networks which benefit from using proxies,

proxieg, we find that a small number pr(_)xies (2 to 3) are sufficient we limit the number of proxies and obtain the optimal

to realize most of the performance gains. proxy placement using ILP. We discover a diminishing
l. INTRODUCTION gain from using proxies in reducing end-to-end delays

_ _ ) and, in particular, 2 to 3 proxies are sufficient to realize
The Internet has been increasingly used for group-oriented most of the performance gains.

applications such as video-conferencing, online-gaming, chat-
room, IPTV, and long-distance learning. These applicationsAt the high level, our results indicate that, in contrast to the
have various quality of service (QoS) requirements and ofttnemendous benefits from deploying proxies at the edge of a
involve a large number of users. The current Internet, howevegtwork (e.g., Akamai [14]), deploying proxy in the core of a
only provides a single class of best-effort service, with neetwork is not necessarily beneficial. Therefore, it is important
delay or bandwidth guarantee to the applications. One solutitanrigourously quantify the benefits from using proxies before
to satisfy the applications’ QoS requirements via the besteployment.
effort Internet is through infrastructure-based overlay networks certain aspects of infrastructure-based overlay network de-
(e.g., [1], [2], [3], [4], [S]. [6]. [7], [8], [9], [10], [11]). In  sign (e.g., bandwidth provisioning, overlay topology, overlay
such overlay networks, overlay nodes (referred tpmsie§ node location, and content replication) have been considered
are deployed by a third party to provide more flexible routing, [7], [15], [16], [17], [10]. However, all of these studies focus
inside the network. This infrastructure is scalable and eagy unjcast instead of multicast applications. Furthermore, their
to manage since the number of proxies is much smaller thggtimization goals are not to minimize end-to-end delays.
that of end users and the overlay network service provider cafe study of [18] exploits underlying network topology to
directly control the proxies. construct overlay networks for group communication. This

In this paper, we study using infrastructure-based overlay,dy, however, does not rely on any infrastructure support,
networks to support delay-sensitive low-bandwidth group corand hence is in a context different from that in our study. The
munications, such as teleconferencing and chat room. In pafady of [6] aims to achieve a bounded delay for multicast
ticular, we seek to answer the following questioW¢hat are applications in the presence of proxies. Their focus is on
the benefits from using proxies in realistic networks? Wheggw to form a tree, taking advantage of the capacities of the
should we place the proxies to minimize end-to-end delaygrdxies, not on where to place proxies. Last, the work [19]
How many proxies should be placed to achieve significa@ésigns infrastructure-based overlay networks for multicast
benefits?To answer these questions, we formulate the problegpplications by dividing the problem into three sub-problems:
of optimal proxy placement, and explore the benefits frofacing proxies, connecting proxies and reserving bandwidths
using optimal proxy placement in six real-world single-ISBetween proxies. The authors solve each sub-problem using
networks (they are inferred by [12], [13]). Our paper makegeyristics. We consider the first two sub-problems with the
the following three main contributions: goal of minimizing end-to-end delaysnd our integer-linear

« When there is no constraint on the number of proxies, wgogramming providesptimal solutions (we do not consider



the last sub-problem since our focus is on applications with
low bandwidth requirements).

The rest of the paper is organized as follows. Section Il
describes the problem setting and Section Il presents our
approaches. In Section IV, we apply our approaches to real
world networks to quantify delay reduction from using proxies .
for group communications. Finally, Section V concludes thed=4
paper and presents future work.

Il. PROBLEM SETTING

Consider an infrastructure-based overlay network. We rep- (a) (b)
resent this network as a gragh= (V, £), whereV represents

; ; Fig. 1. llustration of default IP paths, overlay paths and placement of
the set of nodes (rOUterS) in the network ahds the set of proxies. Link weights and delays are marked on links. (a) Default IP paths

physical links connecting the nodes. lgtbe the delay of link (i thick lines) from the source to the receivers. (b) Paths from the source to
. We assume that the underlying routing protocol determints receivers (in thick lines) after placing a proxy at router node 3.

the default IP path based on metrics other than the delay

(e.g., the weights of links), and therefore the default IP path

between two nodes may not necessarily be the path with tffeo1, -, 0k, 1), Whereo; is a proxy,i = 1,...,k, we have
minimum delay. We do not consider bandwidth constraintd(s,) = Dy(s,01) + 35— Dp(0i,0:41) + Dy(og, 7).

of the links since the applications we consider have low Given a set of multicast groups, our problem is to find the
bandwidth requirements (e.g., teleconferencing and chat rod?Rtimal placement of proxies and an overlay path between
with bit rate of tens of or hundreds of Kbps). As to be show®ach source and receiver pair to minimize the end-to-end
in Section Ill, even in this setting, the problem of optimaflelays. In particular, we consider two objective functions —

proxy placement is NP-hard. minimizing the total delay over all source and receiver pairs,
The infrastructure-based overlay network is used to suppbf::
a set of delay-sensitive low-bandwidth group communications. minimize:z Z D(s,r), 1)

Let S denote the set of sources. Each soureeS has a group
of receivers, denoted aB;. A source and its corresponding o i i
receivers form a multicast group. A source or a receiver #1d minimizing the sum of the maximum delays, i.e.,
associated with an access router in the network. Then data minimize:z max D(s, 7). )

from a source first reach its access router and then reach the CgTeR:

receiver via the access router of the receiver. Multiple receivers . . .

may have the same access routers. Since the route betwe 'e now illustrate hoyv proxies and overlay links can be used
an end user (a source or a receiver) and its access routePjieduce t_he delay using an exam_ple. Fig. 1 ShOW_S an overlay
fixed (and hence has a constant delay), for simplicity, we Onrly;twork with 8 routers. .Each link in t_he network is mark_ed
consider delays inside the overlay network. In the followin ith a delay and a weight. The routing protqc_ol determlnes
the source of a multicast group refers to the access router r&? default IP path to be 'the path with the minimum weight.
the source; similarly, the receivers refer to the access routdf§ @ssume that node 1 is the source, and nodes 6, 7 and 8
of the receivers. LeD,(u,v) denote the delay on the defaul@'€ receivers. The thick lines in Fig. 1((?) indicate the default
IP path from router to routerv. ThenD,(u, v) is simply the IP paths from the sender to all the receivers. For example, the

sum of delays of links on the default IP path. As describeffault IP path from node 1 to node 6 is pdth2, 6) with a
earlier, Dy, (u,v) may not be the minimum delay from routerital weight of 5 and a ftotal delay of 7 The default IP path
u 1o routerw. from node 1 to node 7 is patfi,4,7) with a total delay of

Our goal is to place proxies at appropriate places so that \Mz To_reduce the dela_ys, we can place a proxy at node 3
can minimize delays experienced in group communication(scfee F'g‘, 1 (b)). By using the proxy as a relay, node 6 can
Suppose that we are allowed to choose at mivst proxies now receive data over paffi, 3,6) and node 7 can use path
from V' and at mostVg pairs of proxies can be maintained aél’ 3,7). As a result, the delays from node 1 to node; 6 and
overlay links(an overlay link is a network path connecting wo are reduced from 7 to 4, and from 11 to 5, respectively.
proxies). We assume that proxies are located at the routers. The I1l. OPTIMAL PLACEMENT OF PROXIES
proxies can be used as relays to forward data from a source
to a receiver. That is, sourcecan send data to a proxy first
and then the proxy forwards the data to another proxy or toln this section, we present the algorithms to find an optimal
receiverr directly. LetD(s, r) represent the delay from sourceplacement of proxies to minimize end-to-end delays. We first
s to receiverr in the overlay network. It depends on the patlonsider a special case where there are no constraints on the
from s to ». When the path froms to r is the default IP number of proxies and overlay links. This case provides the
path, we haveD(s,r) = D,(u,v). If the path froms to r is maximum benefits from using proxies without considering the
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connecting a pair of nodes via the default IP path determined
by the underlying routing protocol. The delay on the logical

minimize:» > D(s,r) (3)

or seSreRs link e = (u,v) € E is D,(u,v), i.e., the delay on the default
. IP path from routeru to v. We can now find the shortest-
m'”'m'zez Tné%fD(S’T) (4)  delay path from source to receiverr in the logical graph
. S_ES G using the delays on the logical links (e.g., using Dijkstra’s
subject to: algorithm). Any intermediate node on the shortest-delay path
r, €{0,1},v €V (5) from sources to receiverr is a proxy. This is because if the
. €{0,1},e€ E (6) shortest-delay path from soureeto receiverr thus found is

To < TuyTe < To,e = (u,0) € E @) (s,z_)l, ..., v, 1), that is,s_andr are not connected directly by
their default IP path, the intermediate nodes. . . , v, forward

Z Ty < Ny (8) data for sources and hence are proxies. This solution gives

veV the maximum benefit from using the overlay network when

Z ze < Ng (9) we are allowed to use as many proxies as necessary.

ecE

f2(u,v) € {0,1},s € S,r € Ry, (u,v) € E (10) B. Limited number of proxies

0< f2(u,v) < 2e,s € S,r € Ry, Once we restrict the number of proxies that we can use,

the problem of optimal proxy placement becomes NP-hard

°= (?“’) €Busvsr (11) by a reduction from theSET COVER problem. The proof is
0< f7(s,0) <@y, 8 €5, € Ry (12)  found in the Appendix. We next formulate the problem as
0< fi(v,r) <xy,s €S,7 € Rs (13) an integer linear programming (ILP), which can be solved by
Z fi(s,v) =1,s € S,r € R, (14) optimization tools (e.g., CPLEX [20]). o
veV\ (s} Our ILP formulation is shown in Fig. 2. For simplicity,
s we assume that one unit of data is sent from a source to
Z fr(v,s) =0,s €51 € Ry (19)  the receivers in a multicast group. We consider a complete
veVA{s} logical graphG' = (V, E) as in Section Ill-A. Let, represent
Z fiv,r)=1,s € S,r € R (16) whether a vertew € V is chosen as a proxy:, = 1 if v is
veV\{r} chosen as a proxy, and, = 0 otherwise. Similarly, let:, = 1
Z Fo(r0) = 0,5 € S,r € R, 17) represer_lt that an edgeg E is selected as an overlay link
e Nir} connegtlng two proxies in the overlay network, and = 0
otherwise. Then, for an edge= (u,v), we have Constraint
> i)=Y fiv,w),s €S, € R, (7) . < 2, andz. < z,. That is,z. can be an overlay link
u€v wevV only if both w andv are proxies. We can choose at mo&t
veV\{sr} (18) proxies andVy overlay links, which gives Constraints (8) and
D(s,r) = Z fi(u,v)Dp(u,v), (9), respectively.
(u,0)€E We now construct a multicast tree for each multicast group
s€S,re R, (19) using overlay links. We assume a single path is used to deliver

data from a source to a receiver. Lfét(u, v) represent whether

: : : : : we use the overlay linku, v) to send data frons to » where

Fig. 2. Integer-linear programming formulation for optimal proxy placement, € S, r € R,. That is, f;?(u,v) € {O>1}- Then we have
Constraint (11)0 < f3(u,v) < z, for u # s, v # r, and
e = (u,v) as we can use the link only when it is selected as

cost of overlay deployment. We then consider the general cageqyeriay link. Note that the above constraint does not apply
where we can use onlyVy proxies andNy overlay links. 4 the |ogical link of (s, ) since a source and receiver pair

In this case, we prove that the problem is NP-hard for bofl 4yays allowed to use the default IP path between them.
objective functions (1) and (2). We formulate the problem Furthermore, we allow source to send to a proxy node
an integer linear programming (ILP), which is used to obtai§,en if the link (s,v) is not an overlay link, which leads
optimal proxy placements in real networks (see Section IV-B)y constraint (12)0 < f3(s,v) < x,. Similarly, we have
Constraint (13)p < f3(v,r) < z, for receiverr. Constraints
(14)-(18) ensure that exactly one unit of flow is sent frem
When there are no constraints on the number of proxigsr, which determines a unique path frosrto r.
and overlay links, we can find an optimal proxy placement Recall thatD,(u,v) denotes the delay on the default path
to minimize the delay between each source and receiver paém node u to v, and D(s,r) denotes the delay from
using the shortest path algorithm as follows. Given a netwoskurces to receiverr in the overlay network. ThetD(s, r)
graphg, we construct logical graphG = (V, E), which isa can be computed aE(W)EE [ (u,v)Dp(u,v), which gives
complete graph wherg = V. Each edge itE is alogical link, Constraints (19). Our objective is to minimize the sum of

A. Unlimited number of proxies



1 — lists the delay improvements for these six networks. Perhaps
0.9 Ve surprisingly, only two out of the six networks, namely AS3257
0.8 / and AS1755, have significant total-delay improvements when
’ using proxies. For max-delay improvement, we only observe
0.7 v significant improvement in AS1755. Fig. 3 plots the CDF
a 0.6 /L (Cumulative Distribution Function) of the total-delay improve-
© 05 ments in AS3257 and AS1755 from thH#0 settings. In
0.4 AS1755,25% of the settings have a total-delay improvement
0.3 over10%; the maximum improvement bein2%. In AS3257,
0.2 / AS1755 | 35% of the sett_ings have a total_-delay improvement oMEL;
o1 K AS3257 the maximum improvement beirgy %.

We now investigate why using proxies leads to dramati-
cally different delay improvements in different networks by
analyzing the characteristics of the networks. In particular, we
Fig. 3. CDF of the total-delay improvement for AS3257 and AS1755 fronqonsmer the following three statistics:

500 settings. « Correlation coefficient of the link delays and weights. We
expect benefits from using proxies when the correlation
between the link delays and weights is low (when the

D(s,r) over all source and destination pairs or the sum of  ~qrrelation is high, the default IP path from a source to

the maximumD(s, r) in each multicast group. a destination may coincide with their shortest-delay path

IV. BENEFITS FROM OPTIMAL PROXY PLACEMENT and using proxies does not help to reduce delays).

Coefficient of variation (CV) of the delay-weight ratios

(i.e., the ratio of delay over weight) of all the links in

the network. We use this statistic since we expect larger

delay improvement when the delay-weight ratios have a

higher variation (when the delay-weight ratios of all the

links are the same, using proxies does not reduce delay
since the default IP path is the shortest-delay path).

Network sparsity. Intuitively, we expect benefits from

0 5 101520253035404550
Total-delay improvement (%0)

We explore the benefits from optimal proxy placement in )
six ISP maps, inferred using end-to-end measurements [12],
[13]. These ISPs are in the US, Europe and Australia. Their
AS numbers and names are listed in Table |, along with the
number of routers and links in each ISP map. Each link in
these maps is annotated with weights and delays. The default
IP path between a pair of nodes are determined using link

weights as the cost metric. These are the only network maps using proxies when the network is relatively dense (so
with both delay and weight information in the public domain 416 is sufficient amount of path redundancy). We define
that we are aware of. We use two performance metrics to o sparsity of a network asi(|€])/In(|V]), where|£]

quantify delay reduction from using optimal proxy placement.

Y ) and |V| are respectively the number of links and routers
The first is thetotal-delay improvement.e.,

in the network. For a tree-like graph, this statistic is close

Z Z Dy(s,r)/ Z Z Dy(s,r) — 1, to 1; while for a complete graph, this statistic is close to
seSreR; seSreR; 2.

Table | presents the above statistics for the six networks.
First, we observe that the correlation coefficient for AS1755
(i.e., 0.06) is close to zero, indicating little correlation between
link delays and weights, which explains the benefits from using
proxies in this network. Secondly, we observe the highest CV

(of the delay-weight ratios) in AS3257 and AS1755, consistent
Z rax Dy(s,7)/ Z e Do (s,7) — 1. with the results of higher benefits in these two networks. Last,
s€S s€S the AS1221 is much sparser than the other networks, which

In the following, we first explore the delay improvementss consistent with its low delay improvements.
when not limiting the number of proxies (i.e., the maximum

amount of delay improvements that can be achieved from tRe Limited number of proxies
overlay networks). We then restrict the number of proxies andWe next focus on AS3257 and AS1755, the two networks
explore the benefits from a limited number of proxies. with benefits from using proxies. For these two networks,
o _ we restrict the number of proxies and explore the benefits
A. Unlimited number of proxies from a limited number of proxies. This is motivated from the
When not limiting the number of proxies, for each networlgbservation that, when not limiting the number of proxies, a
we randomly generat&)0 settings. Each setting contains twdarge number of proxies may be used to achieve the maximum
multicast groups. In each multicast group, a node is randondglay improvement. Fig. 4 plots the CDF of the number of
selected as the source and00 receivers are uniformly proxies used to achieve the maximum delay improvement
associated with 20 nodes that are selected randomly. TableHen not limiting the number of proxies, obtained from the

where D,(s,r) is the delay from sources to receiverr
after the optimal proxy placement. Recall tHag(s, ) is the
delay from sources to receiverr on the default IP path (see
Section Il). The second metric is tlmeax-delay improvement
ie.,



TABLE |
BENEFITS FROM OPTIMAL PROXY PLACEMENT IN SIXISPMAPS (NOT LIMITING THE NUMBER OF PROXIES).

[ AS ] Name [ # of Routers| # of Links [[ Total-delay improvemenf Max-delay improvemenf] Corr. coef. | CV | Sparsity |
3257 | Tiscali (Europe) 164 328 13.3% 3.2% 0.17 101 1.14
1755 | Ebone (Europe) 88 161 11.8% 11.8% 0.06 0.96 1.14
1239 Sprint (US) 323 972 4.4% 2.7% 0.37 0.63| 1.19
3967 Exodus (US) 80 147 4.3% 2.9% 0.18 072 | 1.14
6491 | Abovenet (US) 145 376 3.7% 2.4% 0.22 076 | 1.19
1221 | Telstra (Australia) 115 153 2.3% 2.4% -0.13 0.82| 1.06
1 e optimal proxy placement is obtained by solving the ILP (see
0.9 /*/) Fig. 2) using CPLEX [20]. For all the settings, we observe
0.8 a diminishing gain from increasing the number of proxies on
0.7 / reducing end-to-end delays. Two examples are shown in Fig. 5,

which plots the results for one setting in AS3257 and one
05 ; setting in AS1755. We observe a significant delay reduction
’ / (compared to not using proxies) when using 2 to 3 proxies; the

0.6 4

CDF

8';1 delay reduction is less significant afterwards. The results for
) ; other settings are similar. In summary, we observe that using
gi v AS1755 2 proxies obtain$5% to 78% of the maximum gains while

. o AS3257 x | using 3 proxies ob'Fain.§2% to 89% of the maximum gains.
0 The above results indicate that a small number of proxies (2
or 3) can achieve most of the performance gains.

We further explore the characteristics of the nodes chosen as

Fig. 4. CDF of the total number of proxies used to achieve the maximuﬁ'roxieS in the optimal proxy placement. This StUdy may help

2 4 6 8 10 12 14 16
Number of proxies used

delay improvement (when not limiting the number of proxies). designing heuristic algorithms for optimal proxy placement
(for networks too large to be solved by ILP). We next report
40 , , , , , the results for the optimal proxy placement whg = 3. In

AS1755, a node located at London, United Kingdom is chosen
as a proxy in all of the 5 settings we examined. Its degree
is 5 (the average node degree in AS1755 is 3.7). In AS3257,
two nodes, one located at Frankfurt, Germany and one located

w
o

w
o

AS3257

g

5

§

3 25¢ / at Milan, ltaly, are chosen as proxies in all of the 5 settings.
£ 20 AS1755 Their node degrees are respectively 12 and 6 (the average node
> 15l degree in AS3257 is 4.1). The above indicates that, despite the
3 choice of multicast groups, certain nodes are chosen as proxies
s 10} in the optimal proxy placement. They tend to have relatively
L 5| high degrees (above average). Further investigation of proxy

characteristics is left as future work.
0 z 6 8 10 12

Number of proxies C. Discussion

All the above results are for single-ISP networks. In general,
Fig. 5. Total-delay improvements when increasing the number of proxiefhese results indicate that using proxies inside a single-ISP
network does not provide significant benefits — even for the
two networks with benefits, less thafi; of the settings have
500 generated settings. We observe that a maximunicof total-delay improvement ove?5%. For a network consisting
proxies are used to achieve the maximum delay improvemeritmultiple ISPs, weights on peering links may be purposely
in these two networks. A natural question is: how manget to reflect routing policies, not correlated with the actual
proxies are required to achieve most of the performance gaimg®ays. In these cases, using proxies may provide more delay
To answer the above question, for both AS3257 ari@duction than that in a single-ISP network. However, we are
AS1755, we randomly choose 5 settings (from the 500 séwot aware of any such data in the public domain to validate
tings) in which the total-delay improvement is at leasts this conjecture.
when not limiting the number of proxies. In each setting,
we increase the number of proxie8,, from 1 until the
increment does not lead to any additional gain. The number ofin this paper, we studied where to place proxies in
overlay links, Ng, is not restricted. For each value &/, the infrastructure-based overlay networks to minimize end-to-end

V. CONCLUSIONS ANDFUTURE WORK
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