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a b s t r a c t

Before the wide deployment of underwater sensor networks becomes a reality, one chal-
lenge to be met is efficient error recovery in the presence of high error probability, long
propagation delays and low acoustic bandwidth. We believe that network coding is a
promising technique for this purpose due to Eq. (1) the computational capability of under-
water sensor nodes, and Eq. (2) the broadcast nature of acoustic channels. In this paper, we
propose an efficient error-recovery scheme that carefully couples network coding and mul-
tiple paths. Through an analytical study, we provide guidance on how to choose parame-
ters in our scheme and demonstrate that the scheme is efficient in both error recovery
and energy consumption. We evaluate the performance of this proposed scheme through
simulation, and the simulation confirms the results from the analytical study.

� 2008 Elsevier B.V. All rights reserved.
1. Introduction

Over 70% of the surface of the earth is covered by water.
Despite years of research, many critical underwater appli-
cations, such as oceanographic data collection, pollution
monitoring, tactical surveillance applications, remain quite
limited. The studies of [2–6] survey fundamental con-
straints, potential applications, challenges and future re-
search directions in underwater environments. They
point out that one ideal vehicle for these aquatic applica-
tions is underwater sensor network (UWSN) [4]. However,
the characteristics of UWSNs, such as low bandwidth, long
propagation delays and high error probability, are signifi-
cantly different from those in terrestrial sensor networks.
These unique characteristics pose a range of challenges
[2–6]. One such challenge is efficient error recovery when
using underwater acoustic channels. Under such severe
network conditions, commonly used error-recovery tech-
. All rights reserved.
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niques such as automatic repeat reQuest (ARQ) and for-
ward error correction (FEC) become unsuitable (detailed
in Section 2).

In a prior study, we demonstrate that network coding is
a promising technique for error recovery in UWSNs [7]. The
main idea of network coding [8,9] is that, instead of simply
forwarding a packet, a node may encode several incoming
packets into one or multiple outgoing packets. Network
coding is suitable for UWSNs because Eq. (1) underwater
sensor nodes are usually larger than land-based sensors
and possess more computational capabilities [10]; and
Eq. (2) the broadcast property of acoustic channels natu-
rally renders multiple highly interleaved paths from a
source to a sink. The computational power at the sensor
nodes coupled with the multiple paths provides ample
opportunity to apply network coding.

We now illustrate the benefits of network coding using
a simple example in Fig. 1. Fig. 1a illustrates the result
when using network coding. A source generates packets
A, B and C, encodes these packets into X1, X2 and X3, and
then sends them to a sink.1 These packets will reach relays
1 A simple form of coding is that the encoded packets are copies of the
original packets, e.g., X1 ¼ A, X2 ¼ B and X3 ¼ C.
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(b) Not using network coding.

Fig. 1. An example illustrating the benefits of using network coding in underwater sensor networks. A packet crossed out means that the packet is lost.
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R1, R2 and R3 simultaneously because of the broadcast prop-
erty of the acoustic channel. Relay R1 receives packets X1 and
X3 successfully and encodes them into packets Y11 and Y12.
Similarly, relay R2 encodes its incoming packets into packets
Y21;Y22, and relay R3 encodes its incoming packets into
Y31;Y32;Y33. The relays then forward the encoded packets
to the sink. The sink receives three encoded packets Y11,
Y21, and Y32. When using a proper network coding scheme
(e.g., random linear coding [11]), the sink can recover the
three original packets with high probability. Fig. 1b illus-
trates the result when the relays simply forward the incom-
ing packets without using network coding and discard
duplicated packets. In this case, the sink only receives two
distinct original packets.

In this paper, extending our preliminary work [7], we
provide an in-depth study on using network coding in
UWSNs. Our main contributions are as follows: Eq. (1)
we propose an error-recovery scheme using network cod-
ing, and analytically study the performance of our scheme
along with several other error-recovery schemes. Our anal-
ysis provides guidance on how to choose parameters in the
proposed scheme and demonstrates that, of all schemes,
our scheme is the most efficient in error recovery and en-
ergy consumption, and Eq. (2) we evaluate the perfor-
mance of our scheme through simulation, and the
simulation confirms the results from the analytical study.

The rest of the paper is organized as follows. We first
discuss related work in Section 2. We then present the
problem description and the propose an error-recovery
scheme based on network coding in Sections 3 and 4
respectively. Section 5 analytically studies the perfor-
mance of our scheme along with several other schemes.
We next describe our evaluation methodology and evalu-
ate the schemes through simulation in Section 6. Finally,
Section 7 concludes the paper and presents future work.

2. Related work

Automatic repeat reQuest (ARQ) [12] and forward error
correction (FEC) [13,14] are two conventional methods for
error recovery. They, however, both have severe drawbacks
when applied to UWSNs. ARQ-based schemes require the
receiver to detect lost packets and then request the sender
to retransmit packets. This may lead to a long delay before
a packet is delivered successfully due to the slow propaga-
tion through acoustic channels. FEC-based schemes can be
classified as end-to-end FEC and hop-by-hop FEC (e.g.,
[14]). These schemes proactively add redundant packets,
so that the receiver (for hop-by-hop case) or the sink (for
the end-to-end case) may successfully recover original
packets, and hence eliminate the need for packet retrans-
missions. But the amount of redundancy needs to be suffi-
cient to recover errors while conserving the limited battery
power of sensor nodes. Determining the right amount of
redundancy is, however, a challenging task due to the dif-
ficulty to obtain accurate error-rate estimates [4].

Due to the drawbacks of ARQ-based and FEC-based
schemes, researchers have proposed other schemes to im-
prove the robustness of sensor networks [10,15,16]. One
scheme is multi-path forwarding [10,15], which uses
redundant packets through multiple paths to improve
packet delivery ratio. However, as we have seen in Fig. 1,
multi-path forwarding alone is not sufficient because
duplicated packets, which will be discarded directly, con-
sume energy but do not provide any innovative informa-
tion. Another scheme [16] uses multiple virtual sinks to
provide error resilience: a source forwards packets to mul-
tiple virtual sinks using acoustic communication, then the
virtual sinks forward the packets to the final destination
using high-bandwidth wireless radio communication. This
scheme requires a specialized delivery infrastructure. Our
scheme applies to the single sink architecture and uses
a collaborative coding scheme to fully utilize the scare
resources in UWSNs.

Network coding is first proposed by Ahlswede et al. [8].
They use network coding to achieve the broadcast capacity
of a multicast tree, which cannot be achieved by simply
copying and forwarding packets. Afterwards, Li et al. prove
that linear network coding is sufficient for the encoding
functions [17]. Koetter et al. show how to find the coeffi-
cients of the linear coding and decoding functions [18].
Fragouli et al. present an instant primer on network coding
in [9].

We apply network coding to UWSNs for reliable data
transfer [1,7], and demonstrate that coupling network cod-
ing and multiple paths improves data delivery ratio and
provides high energy efficiency. Lucani et al. propose a net-
work-coding based method that relies on the implicit
acknowledgement of previously transmitted packets to
improve power consumption performance in UWSNs
[19]. They consider a concatenated relay network and
focus on the time to complete the transmissions of a given
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number of packets. In this paper, we focus on efficient er-
ror recovery using network coding in UWSNs with respect
to the packet delivery ratio and energy consumption.
3. Problem description

We consider a source-sink pair in an underwater sensor
network. The path (or multi-path) from the source to the
sink is determined by a single-path (or multi-path) routing
algorithm. We refer to the intermediate nodes on the
path(s) as relays. We consider the basic single-path for-
warding and several error-recovery schemes including
end-to-end FEC, hop-by-hop FEC, multi-path forwarding
and network coding. In single-path and multi-path for-
warding, received packets are simply forwarded, without
any coding. Single-path forwarding is a baseline scheme
since it does not exploit any extra mechanism for error
recovery. Multi-path forwarding recovers errors through
redundant packets over multiple paths. FEC-based
schemes use a single path from the source to the sink:
end-to-end FEC encodes packets at the source and decodes
them at the the sink; in hop-by-hop FEC, different from
end-to-end FEC, each relay on the path decodes incoming
packets, encodes the recovered packets, and then forwards
them to the next hop. In network coding, a node encodes
incoming packets into one or multiple outgoing packets
(see Section 4).

A packet successfully received (under single or multi-
path forwarding) or recovered (under FEC or network cod-
ing) is referred to as a successfully delivered packet. Since
efficient error-recovery schemes for UWSNs must achieve
high error-recovery rate and conserve sensor node energy
simultaneously, we consider the following two metrics.
The first metric is the fraction of the number of success-
fully delivered packets over the total number of packets
from the source, referred to as successful delivery ratio, de-
noted as R. The second metric is the average energy con-
sumed per packet from the source to the sink (including
transmissions from the source and relays) normalized by
the successful delivery ratio. We refer to this metric as nor-
malized energy consumption, denoted as T. It represents the
average energy required for a successfully delivered packet.
2 Note that there is only one source in our network setting. This means
the first hop nodes only receive packets from the source, while other relay
nodes may receive packets from multiple nodes in the previous hop. Thus,
we intentionally introduce some redundancy at the source.
4. Using network coding in underwater sensor
networks

We develop a scheme of applying network coding to
UWSNs. To achieve a good balance between error recovery
and energy consumption at the sensor nodes, the scheme
carefully couples network coding and multiple paths (we
refer this scheme as network coding in the rest of the pa-
per). The reasons why we build our scheme on top of mul-
tiple paths instead of single-path are: Eq. (1) the broadcast
property of the underwater acoustic channel naturally pro-
vides multiple paths, and Eq. (2) interleaved paths increase
the opportunities of collaboration among relays and pro-
vide more innovative redundancy.

In the following, we first describe how to apply network
coding (we use random linear coding [11] due to its sim-
plicity) given a set of paths from a source to a sink. We
then describe how to adjust the multiple paths or the
amount of redundancy to improve the efficiency.

4.1. Network coding scheme

Packets from the source are divided into generations,
with each generation containing K packets. The source lin-
early combines K packets in a generation using randomly
generated coefficients. More specifically, let X1; . . . ;XK

denote the K packets in a generation. The source linearly
combines these K packets to compute K 0 outgoing packets,
denoted as Y1;Y2; . . . ;YK 0 where Yi ¼

PK
j¼1gijXj;

i ¼ 1;2; . . . ;K 0. The coefficient gij is picked randomly from
a finite field F2q . The set of coefficients ðgi1; . . . ; giKÞ is
referred to as the encoding vector for encoded packet Yi

[9] and is carried in the packet as overhead. We choose
K 0 P K since adding a small amount of redundancy at the
source (e.g., K 0 ¼ K þ 2) reduces the impact of lost packets
at the first hop (which cannot be recovered at later hops)2

and improves error recovery at the sink [7].
A relay in forwarding paths stores incoming packets

from different paths in a local buffer for a certain period
of time, then linearly combines the buffered packets
belonging to the same generation. Suppose a relay, r, re-
ceives M incoming packets, Xr

1; . . . ;Xr
M . Let ðfi1; . . . ; fiKÞ de-

note the encoding vector carried by Xr
i , i ¼ 1; . . . ;M. Since

transmitting dependent packets is not useful for decoding
at the sink, relay r computes M0 outgoing packets, where
M0 is the rank of the coefficient matrix ðfijÞ, i ¼ 1; . . . ;M,
j ¼ 1; . . . ;K . Therefore, M0

6 minðM;KÞ. Let Yr
1; . . . ;Yr

M0 de-
note the outgoing packets, Yr

i ¼
PM

j¼1hr
ijX

r
j ; i ¼ 1;2; . . . ;M0,

where hij is picked randomly from the finite field F2q . Let
ðgr

i1; . . . ; gr
iKÞ denote the encoding vector of Yr

i ,
i ¼ 1; . . . ;M0. Then gr

ij ¼
PM

l¼1hr
ilflj.

When the sink receives K packets with linearly indepen-
dent encoding vectors, it recovers the original packets by
matrix inversion [9]. The complexity is OðK3Þ.

4.2. Path or redundancy adaptation for network coding

The efficiency of network coding relies on the quality of
the underlying paths determined by a multi-path routing
algorithm. We next describe a property of a multi-path un-
der which network coding is efficient (in both error recov-
ery and energy consumption). Fig. 2 illustrates the process
of transmitting a packet along a multi-path. The source
broadcasts the packet to its downstream neighbors (nodes
within its transmission range and in the forwarding paths),
referred to as a relay set. Nodes in the relay set further for-
ward the packet to their neighbors, forming another relay
set. Intuitively, a multi-path suitable for network coding
should contain a similar number of nodes in each relay
set. This is because, a relay set with too few nodes may
not provide sufficient redundancy; while a relay set with
too many nodes wastes energy to provide more redun-
dancy than what is necessary for error recovery.
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Fig. 2. Illustration of routing in a UWSN (nodes in a dashed circle form a relay set).
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We develop two schemes to improve the efficiency of
network coding. One scheme adjusts the routing paths,
and the other one adjusts the amount of redundancy on
each node. In both schemes, a node uses the number of
its downstream neighbors to approximate the size of the
downstream relay set. This is because the number of
downstream neighbors can be easily estimated through
localization services (e.g., [20]) and localized communica-
tion between a node and its neighbors, while the accurate
size of the downstream relay set is difficult to estimate.

The first scheme requires sensor nodes to be equipped
with transmitters which support multiple levels of trans-
mission power [21]. A node selects a transmission power
so that the estimated number of downstream neighbors
is between Nl and Nu, where Nl and Nu are lower and
upper thresholds respectively. We refer to this scheme
as transmission-range adaptation and provide guidance
on how to select Nl and Nu using our analytical results
in Section 5.

The second scheme does not require nodes to have mul-
tiple levels of transmission power (i.e., each node has a
fixed transmission range). Instead, in this scheme, a node
adjusts the amount of redundancy that it injects into the
network. More specifically, a node with fewer than N0l
downstream neighbors encodes more outgoing packets to
increase the amount of redundancy. Similarly, a node with
more than N0u downstream neighbors encodes less outgo-
ing packets to reduce the amount of redundancy (we only
reduce the number of outgoing packets when the coeffi-
cient matrix has full rank of K to mitigate the risk of per-
manent information loss). We refer to this scheme as
redundancy adaptation and investigate how to choose N0l
and N0u using simulation in Section 6.
5. Analytical study

We now analytically study the performance of the var-
ious error-recovery schemes. Our goal is two-fold: Eq. (1)
analytically compare the efficiency of the various schemes;
and Eq. (2) provide guidance on how to choose parameters
in network coding.
The setting of the analysis is illustrated in Fig. 2. For sin-
gle-path based schemes, we assume a single path (marked
by the solid line) with H hops, indexed from 1 to H. For
multi-path based schemes, we assume H relay sets from
the source to the sink, indexed from 1 to H. The sink is in
the Hth relay set. Let Ni be the number of relays in the
ith relay set. For simplicity, we assume that the relay sets
do not intersect. Furthermore, a node in a relay set receives
packets from all nodes in the previous relay set. Last, a
node only uses packets forwarded from its previous relay
set (i.e., packets received from nodes in the same relay
set are discarded).

For all the schemes, we derive the normalized energy
consumption, T, from the successful delivery ratio, R, as fol-
lows. The energy consumption is represented by the num-
ber of transmissions, which is proportional to the actual
energy consumption. Consider an arbitrary packet (regard-
less of being successfully delivered or not), let Ti denote
the average number of times that it is transmitted from
the nodes in the previous relay set (or the source) to those
in the ith relay set. Then

T ¼
PH

i¼1Ti

R
: ð1Þ

For simplicity, we assume that the acoustic channels have
no fading and all sensor nodes transmit using the same
power and bit rate. Thus, all links suffer the same bit error
probability pb. Let p be the probability that a packet has er-
rors. Then p ¼ 1� ð1� pbÞ

L for independent bit errors and
a packet of L bits.

5.1. Analysis of single-path forwarding

We now analyze single-path forwarding. Considering
an arbitrary packet. The probability that this packet is
transmitted successfully for i hop(s), pi, is

pi ¼ ð1� pÞi; 1 6 i 6 H: ð2Þ

The successful delivery ratio, R, equals to the probability
that the packet is transmitted successfully for H hops. That
is, R ¼ pH ¼ ð1� pÞH .
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In the ith hop, the expected number of times that a
packet is transmitted from the node in the previous hop,
Ti, is

Ti ¼
1; i ¼ 1;
pi�1; 2 6 i 6 H:

�
ð3Þ

After obtaining R and Ti, the normalized energy consump-
tion is obtained from (1).

5.2. Analysis of end-to-end FEC

In end-to-end FEC, we consider an encoded block of
K þ S packets, where K packets form an original block
and a block is encoded to include S additional packets. As
long as the sink receives K packets, it recovers the original
block successfully. In end-to-end FEC, each packet in the
block is delivered using single-path forwarding. Let R0

and T 0 respectively denote the successful delivery ratio
and the average number of transmissions for a packet in
an encoded block. From the analysis of single-path for-
warding, we have

R0 ¼ ð1� pÞH; ð4Þ

T 0 ¼ 1þ
XH

i¼2

ð1� pÞi�1
: ð5Þ

Because any K packets are sufficient to recover the original
block, the successful delivery ratio is

R ¼
XKþS

i¼K

:
K þ S

i

� �
R0ið1� R0ÞKþS�i

: ð6Þ

The normalized energy consumption is

T ¼
KþS

K T 0

R
: ð7Þ
5.3. Analysis of hop-by-hop FEC

In hop-by-hop FEC, a relay decodes the incoming pack-
ets in the same encoded block to recover the original pack-
ets. If the decoding is successful, then it encodes the
recovered packets into an encoded block of K þ S packets
again, and forwards it to its next hop neighbor. Otherwise,
it discards the incomplete block. Hop-by-hop FEC is similar
to single-path forwarding when regarding the entire block
as a packet. So the probability to lose a block in one hop, p0,
is

p0 ¼
XK�1

i¼0

K þ S

i

� �
ð1� pÞipKþS�i ð8Þ

and the number of transmissions in the ith hop is

Ti ¼
KþS

K ; i ¼ 1;
KþS

K ð1� p0Þi�1
; 2 6 i 6 H:

(
ð9Þ

The successful delivery ratio and normalized energy con-
sumption are

R ¼ ð1� p0ÞH; T ¼
PH

i¼1Ti

R
: ð10Þ
5.4. Analysis of multi-path forwarding

Consider an arbitrary packet P. Let ai be the probability
that a node in the ith relay set receives packet P. Let ai;n be
the probability that n nodes in the ith relay set receive
packet P, n ¼ 0; . . . ;Ni. Assume that packet losses are inde-
pendent. Then

ai ¼
1� p i ¼ 1;PNi�1

n¼0 ai�1;nð1� pnÞ; 2 6 i 6 H:

�
ð11Þ

This is because, for a node in the first relay set, the proba-
bility that it receives packet P from the source is 1� p;
when i P 2, a node in the ith relay set receives packet P
when it receives at least one copy of this packet from the
(i � 1)th relay set. Assume that packet transmissions to
nodes in a relay set are independent. Then

ai;n ¼
Ni

n

� �
an

i ð1� aiÞNi�n
; n ¼ 0; . . . ;Ni: ð12Þ

Since packet P is an arbitrary packet and the sink is in the
Hth set, we have R ¼ aH . The above results indicate that aH

can be obtained in the following manner. We first obtain
a1;n from a1 (of value 1� p), and then obtain a2 using
a1;n. This process continues until eventually aH is obtained.
Since a node forwards packet P at most once, we have

Ti ¼
1; i ¼ 1;
ai�1Ni�1; 2 6 i 6 H:

�
ð13Þ

After obtaining R and Ti, we calculate the normalized en-
ergy consumption T from (1).

5.5. Analysis of network coding

Consider an arbitrary generation of K packets. Under
linear random coding, when a sink receives at least K pack-
ets in the generation, the probability that it recovers the K
original packets is high for a sufficiently large finite field
[11]. Therefore, for simplicity, we assume that the sink
recovers the K original packets as long as it receives at least
K packets in the generation. We do not differentiate be-
tween the nodes in the same relay set. Let bi;k be the prob-
ability that a node in the ith relay set receives k packets
(when 0 6 k < K) or at least k packets (when k ¼ K) from
all nodes in the previous relay set, 1 6 i 6 H. Since the sink
is in the Hth relay set and the generation is arbitrary, we
have R ¼ bH;K .

We next derive bi;k, 1 6 i 6 H, 0 6 k 6 K . The nodes in
the first relay set receive packets from the source.
Therefore

b1;k ¼
K 0k
� �

ð1� pÞkpK 0�k; 0 6 k < K;

1�
PK�1

j¼0
b1;j k ¼ K:

8><
>: ð14Þ

where K 0 P K is the number of encoded packets from the
source.

For i P 1, 0 6 k < K , we obtain biþ1;k as follows. We in-
dex the nodes in the ith relay from 1 to Ni. Let ci;j;k denote
the probability that a node in the ith relay set receives k
packets from the jth node in the previous relay set,
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1 6 i 6 H, 1 6 j 6 Ni�1, 0 6 k < K . Since each relay trans-
mits no more than K packets, we have

ci;j;k ¼
XK

n¼k

bi�1;k
n

k

� �
ð1� pÞkpn�k: ð15Þ

For a node in the ðiþ 1Þth set, let kj be the number of pack-
ets that it receives from the jth node in the previous relay
set. To obtain biþ1;k, we need to consider all combinations
of kj’s such that

PNi
j¼1kj ¼ k, kj ¼ 0; . . . ; k. That is

biþ1;k ¼
X

kj¼0;...;k s:t:
PNi

j¼1
kj¼k

YNi

j¼1

ciþ1;j;kj
: ð16Þ

For a small generation size K, the above quantity is easy to
compute. We use small K (e.g., K ¼ 3) since our study [7]
indicates that it is sufficient to achieve good performance
using small K (also confirmed by simulation in the settings
of Section 6). We obtain biþ1;K from biþ1;k, 0 6 k < K as

biþ1;K ¼ 1�
XK�1

k¼0

biþ1;k: ð17Þ

From the above, we calculate R ¼ bH;K as follows. We first
obtain b1;k, which is used to compute c2;j;n and b2;k,
0 6 k 6 K . This process continues until eventually bH;K is
obtained. Since a relay transmits no more than K packets,
we have

Ti ¼
K 0=K; i ¼ 1;

Ni�1
K

PK
k¼0

kbi�1;k; 2 6 i 6 H:

8><
>: ð18Þ

After obtaining R and Ti, we calculate the normalized en-
ergy consumption T from (1).

5.6. Numerical results

We next compare the various schemes based on the
analysis. The bit error rate is in the range of 10�4 to
1:5� 10�3 to account for potentially high loss rate in
underwater sensor networks. For network coding, a gener-
ation contains three packets (e.g., K ¼ 3). The source trans-
mits K 0 ¼ 5 packets. For multi-path forwarding and
network coding, we set the number of relay sets, H, to 7
or 9, and assume all relay sets contain the same number
of nodes, i.e., Ni ¼ N, i ¼ 1; . . . ;H. Similarly, for single-path
forwarding and FEC, we set the number of hops from the
source to the sink to 7 or 9. For FEC, each block contains
three packets (same as the generation size in network cod-
ing) and each block is encoded into 3N packets to keep the
same amount of redundancy as that in multi-path based
schemes, where each relay set contains N nodes.

Fig. 3a and b plots respectively the successful delivery
ratio and normalized energy consumption for various
schemes, where H ¼ 9 and N ¼ 3. We observe that network
coding outperforms the other schemes: it achieves the
highest successful delivery ratio for the range of bit error
rate and the lowest normalized energy consumption for
most of the bit error rates. Multi-path forwarding achieves
a similar normalized energy consumption and a lower suc-
cessful delivery ratio than network coding. Hop-by-hop
FEC achieves much lower successful delivery ratio than
network coding under high bit error rates. For single-path
forwarding and end-to-end FEC, the successful delivery ra-
tio decreases and the normalized energy consumption in-
creases dramatically as the bit error rate increases,
indicating that they are not suitable for high error-rate
UWSNs.

In the above, we fixed N ¼ 3 and H ¼ 9. We next explore
the impact of these two parameters. Fig. 4a demonstrates
the impact of N (the number of nodes in a relay set) on
the performance of multi-path forwarding and network
coding. We observe that when N decreases from 3 to 2,
the successful delivery ratios of both schemes drop
sharply. This implies that a node should have three down-
stream neighbors for efficient error recovery in multi-path
based schemes (under our assumptions, each node has N
downstream neighbors). Fig. 4b demonstrates the impact
of H (the number of hops on a path) on the performance
of multi-path forwarding, network coding and hop-by-
hop FEC. We observe that network coding and multi-path
forwarding achieve similar performance for H ¼ 7 and 9,
indicating that they are insensitive to the length of
the path. The performance of hop-by-hop FEC, however,
degrades significantly when increasing the path length
from 7 to 9.

In summary, the analytical results above indicate that
multi-path based schemes are more suitable for UWSNs.
Hop-by-hop FEC outperforms other single-path based
schemes. However, its performance is still sensitive to both
bit error rates and path length, and hence the amount of
redundancy needs to be carefully selected according to
these two parameters.

6. Performance evaluation

We evaluate the performance of the various error-
recovery schemes using simulation in a wide range of set-
tings. The simulation is through two simulators those are
complementary to each other. We next describe these
two simulators and the simulation setting. Afterwards,
we detail the evaluation results. Our focus is on multi-path
based schemes (i.e., multi-path forwarding and network
coding) as our analysis has shown that single-path based
schemes are not suitable for UWSNs.

6.1. Network simulators

We have implemented two simulators, one built using
Matlab and the other built on top of ns2. These two simu-
lators are complementary to each other: the Matlab-based
simulator is simpler and more flexible, while the ns2-based
simulator simulates a more realistic underwater environ-
ment. We next describe these two simulators in more
detail.

The Matlab-based simulator simulates a simplified
environment: it uses centralized packet scheduling and
forwarding to avoid packet collisions; it assumes the same
amount of time to transmit a packet from a node to all its
neighbors; and it only considers energy consumption dur-
ing packet transmission and uses the number of transmis-
sions to represent the amount of energy consumption.
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Fig. 3. Numerical results, H ¼ 9, N ¼ 3.
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Fig. 4. Numerical results: (a) impact of N (the number of nodes in a relay set) on the performance of multi-path based schemes and (b) impact of H (length
of a path).
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Although simplistic, this simulator has two important
advantages. First, it makes similar assumptions as those
in the analysis, and hence we use it to validate the analyt-
ical results. Secondly, it is more flexible. For instance, it can
easily support transmission range adaptation, which is not
supported by the current version of the ns2-based
simulator.

The ns2-based simulator is an underwater network
simulation package, called Aqua-Sim, developed by the
UWSN Lab at the University of Connecticut [22]. It sup-
ports three dimensional infrastructure and uses erasure
channel as the physical channel model. This simulator does
not explicitly implement the physical channel fading and
noise, while it only considers an erasure channel with a
packet loss probability, which follows Bernoulli distribu-
tion for each packet on each link. However, this simulator
simulates propagation delays (with acoustic wave speed),
link bandwidth, energy consumption (in Joules), shared
medium access, collisions and real-time packet scheduling
process. The shared medium access protocol works as fol-
lows. When a node has packets to broadcast, it senses the
channel first. If the channel is clear, it will broadcast these
packets immediately. Otherwise, it will delay the broadcast
for a random period chosen from the backoff interval. A
node delays a broadcast at most 4 times before dropping
the packets. The power consumption parameters follow a
commercial product, UWM1000 modem from LinkQuest
[23]. That is, the power consumptions in the transmission,
receiving and sleeping modes are 2 W, 0.75 W and
0.008 W, respectively. The energy consumption is the
sum of the energy consumed in all the three modes.

6.2. Simulation settings

In the simulation, underwater sensor nodes are distrib-
uted in a 3D cubic area of 1 km � 1 km � 1 km. We focus
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on static networks. The source and sink are deployed
respectively at the bottom corner and surface corner, on
the diagonal of the cube. Other sensor nodes are randomly
deployed in the cube. Each node has a transmission range
of 300 m and a data rate of 10 kbps.

The multiple paths from the source to the sink are
determined by vector-based forwarding (VBF) with a
150 m routing pipe [10]. In VBF, a routing pipe is a pipe
centered around the vector from the source to the sink.
Nodes inside the routing pipe are responsible for routing
packets from the source to the sink; nodes outside the
routing pipe simply discard the received packets. We set
the original data packet size to 50 bytes. For network cod-
ing, each generation contains K ¼ 3 packets, the source
outputs K 0 ¼ 5 packets, and each relay outputs at most
three packets for each encoded generation. The reason
why we choose these parameters is that they achieve a
good performance in both delivery ratio and normalized
energy consumption (the impact of various parameters is
detailed in Section 6.3.2). We choose a finite field of F28

[11]. Therefore, each packet is 53 bytes long (including a
3-byte encoding vector) under network coding.

The source generates data at a constant rate of 1 packet
per second and each simulation runs for 350 s. In the net-
work coding scheme, the source waits for K packets to form
a generation, and then sends them out back to back. Each
relay node delays a random time interval (between 3 and
4 s) to wait for the arrival of packets belonging to the same
generation, then generates new independent encoded
packets and forwards them to the next hop. Late packets
of the generation will be simply discarded.

We investigate two types of network deployment: grid
random deployment and uniform random deployment. In
grid random deployment, the target area is divided into
grids with a number of nodes randomly deployed in each
grid. More specifically, the target area is divided into 125
grids, each of 200 m � 200 m � 200 m. Each grid contains
two nodes that are randomly distributed in the grid. In uni-
form random deployment, all nodes are uniformly ran-
domly deployed in the area. Clearly, grid random
deployment covers the area more evenly than uniform ran-
dom deployment, while uniform random deployment is
easier during implementation.

6.3. Performance under grid random deployment

Under grid random deployment, each node covers a
similar number of downstream neighbors when using the
same transmission power. Therefore, there is no need for
transmission power or redundancy adaptation. In the fol-
lowing, we first present the results on successful delivery
ratio and normalized energy consumption, and then inves-
tigate the impact of several parameters.

6.3.1. Successful delivery ratio and normalized energy
consumption

The analytical results in Section 5 indicate that each
node should have three downstream neighbors for efficient
error recovery in multi-path based schemes. We therefore
set the transmission range to 300 m for each node and set
the pipe radius to 150 m so that each node has 3–4 down-
stream neighbors. We first validate the analytical results
using simulation results from the Matlab-based simulator,
and then present the results from Aqua-Sim.

Fig. 5a and b plots the successful delivery ratio and nor-
malized energy consumption for network coding and mul-
ti-path forwarding. The results from both the analysis and
the Matlab-based simulator are plotted in the figures. For
network coding, the simulation results are very close to
those from the analysis, indicating that the analysis pro-
vides a good approximation. For multi-path forwarding,
the successful delivery ratios from the analysis are slightly
higher (no more than 8%) than those from the simulation.
This might be because our analysis assumes that a node
can hear from all the nodes in its previous relay set, which
leads to an overestimate of the successful delivery ratio.
This overestimation also contributes to slightly lower nor-
malized energy consumption from the analysis than that
from the simulation. In general, we observe that our ana-
lytical results match those from the Matlab-based
simulator.

We now look at simulation results from Aqua-Sim,
which simulates a more realistic underwater environment.
Fig. 6a and b plots the successful delivery ratio and normal-
ized energy consumption (in Joules) for network coding
and multi-path forwarding. The 95% confidence intervals
are from 25 runs. For low packet loss rates (below 0.1),
multi-path forwarding achieves a slightly higher successful
delivery ratio than network coding; for high loss rates, net-
work coding achieves a significantly higher successful
delivery ratio than multi-path forwarding. The reason
why multi-path forwarding outperforms network coding
under low loss rates is as follows. When the packet loss
rate is low, multi-path forwarding provides sufficient
amount of redundancy for error recovery, and hence
achieves a high successful recovery ratio. In network cod-
ing, a node waits for a generation of packets and then
sends them back to back. This leads to more bursty packet
transmissions. Moreover, network coding recovers and
sends more packets. These two reasons cause more colli-
sions (confirmed by our simulation) and a lower successful
delivery ratio. Under the same packet loss rate, the suc-
cessful delivery ratios under both multi-path forwarding
and network coding are lower than those from the analysis
and Matlab-based simulator. This is not surprising since
Aqua-Sim takes account of many constraints in the real
environment, such as packet collisions, link bandwidth
and long propagation delays. Fig. 6b plots the normalized
energy consumption (In Joules) for network coding and
multi-path forwarding. For low packet loss rates, multi-
path forwarding outperforms network coding, while for
high loss rates, network coding outperforms multi-path
forwarding. This is consistent with the results on success-
ful delivery ratio in Fig. 6a. In general, we observe that re-
sults from Aqua-Sim exhibit similar trends as those from
the analysis, indicating that the analysis can provide valu-
able guidance on the choice of parameters as we shall see
in Section 6.3.2.

6.3.2. Impact of several parameters
We now explore the impact of several important

parameters on the performance of the network-coding
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Fig. 5. Grid random deployment: analytical results and simulation results from the Matlab-based simulator: (a) successful delivery ratio and (b) normalized
energy consumption.
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Fig. 6. Grid random deployment: simulation results from Aqua-Sim: (a) successful delivery ratio and (b) normalized energy consumption.
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based scheme under the grid random deployment. All the
results below are from Aqua-Sim. The packet loss rate is
fixed to 0.35.

The number of downstream neighbors. We now demon-
strate that it is indeed important for a node to have 3–4
downstream neighbors for efficient network coding, as
indicated by the analytical results. For this purpose, we
either fix the transmission range to 300 m and vary the
pipe radius, or fix the pipe radius to 150 m and vary the
transmission range. The results are plotted in Fig. 7a and
b respectively. In both cases, we observe that a good bal-
ance between successful delivery ratio and normalized en-
ergy consumption is achieved when the transmission
range is 300 m and the pipe radius is 150 m, i.e., when a
node has 3–4 downstream neighbors. This demonstrates
that our analysis, although carried out under simplifying
assumptions, provide accurate guidance for the choice of
parameters.
First-hop redundancy. We now explore the impact of
first-hop redundancy. Fig. 8a plots the performance results
when the source adds different amount of redundancy.
When not adding any redundancy, the successful delivery
ratio is very low because a packet lost in the first hop can-
not be recovered later and cause an entire generation irre-
coverable. When adding redundancy at the source, the
successful delivery ratio increases significantly. This dem-
onstrates the importance of first-hop redundancy. How-
ever, too much redundancy is not necessary because it
will cause more packets forwarded along the path and lead
to higher energy consumption.

Generation size. Generation size is an important param-
eter because it determines the amount of overhead in an
encoded packet (i.e., the coding vector). Fig. 8b plots the re-
sults when varying the number of packets in a generation
from 1 to 5. When a generation only contains a single pack-
et, network coding reduces to multi-path forwarding.
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Fig. 7. Grid random deployment: impact of the number of downstream neighbors on the performance of the network-coding based scheme: (a) vary pipe
radius, transmission range is 300 m and (b) vary transmission range, pipe radius is 150 m.
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Fig. 8. Grid random deployment: impact of first-hop redundancy and generation size on the performance of the network-coding based scheme.
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When increasing the generation size, the successful deliv-
ery ratio increases and the normalized energy consump-
tion decreases. However, a very large generation is not
desirable since the sink may not be able to receive suffi-
cient number of packets to recover a generation.

6.4. Performance under uniform random deployment

Under uniform random deployment, we find that using
the same transmission range for all the nodes cannot ensure
3–4 downstream neighbors for each node. We therefore al-
low a node to adjust its transmission range or the amount of
redundancy that it injects into the network based on the
network topology. In the following, we only present the re-
sults from the Matlab-based simulator (the current version
of Aqua-Sim does not support transmission range adapta-
tion). Our focus below is on the benefits from transmis-
sion-range adaptation and redundancy adaptation.

We first present the results for transmission-range
adaptation. We set the pipe radius to 150 m. Each node
adapts its transmission range to have 3–4 downstream
neighbors (the transmission range of each node varies
from 100 to 400 m). Fig. 9a plots the successful delivery ra-
tio using network coding. The confidence intervals are ob-
tained from 20 simulation runs. We observe that
transmission-range adaption achieves a similar successful
delivery ratio as the analysis when N ¼ 3. This indicates
that transmission-range adaption is effective for error
recovery. For comparison, we also plot the successful deliv-
ery ratio when all nodes uses a transmission range of
300 m, which is significantly lower than that applying
transmission-range adaptation. Furthermore, the normal-
ized energy consumption with transmission-range adapta-
tion is lower than that when all nodes use the same
transmission range (not plotted).

We next present the results when all nodes use the
same transmission range of 300 m but adjust the amount
of redundancy according to the number of its downstream
neighbors: a node adds one more outgoing packet when it
has fewer than three downstream neighbors and removes
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Fig. 9. Uniform random deployment: the benefits of transmission-range adaptation and redundancy adaptation in network coding.
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an outgoing packet when it has more than six downstream
neighbors. From Fig. 9b, we observe that this adaption
achieves a similar successful delivery ratio as the analysis
when N ¼ 3 with only slightly higher normalized energy
consumption (not plotted). The above results demonstrate
that adjusting redundancy is also helpful for efficient error
recovery using network coding.

7. Conclusions and future work

In this paper, we propose an efficient error recovery
scheme that carefully couples network coding and multi-
ple paths in UWSNs. Then we analytically study the perfor-
mance of our scheme along with several other error
recovery schemes. The analysis provides guidance on
how to choose parameters in the proposed scheme and
demonstrates that our scheme is the most efficient among
multiple schemes. Last, we evaluate the performance of
various schemes through simulation. The simulation re-
sults confirm the analytical study that our scheme is effi-
cient in both error recovery and normalized energy
consumption in UWSNs.

As future work, we are pursuing in the following direc-
tions: Eq. (1) using network coding in multicast applica-
tions in UWSNs, e.g., command distribution or software
update from one source to all other nodes, which require
elegant coordination among the multiple receivers as well
as the relay nodes, Eq. (2) applying network coding for
information collection in UWSNs, in which one important
issue is generation management to avoid large overhead
of coding vectors, and Eq. (3) treating the underwater sen-
sor network as a distributed database and employing net-
work coding for efficient distributed storage and retrievals.
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