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Abstract—Most existing studies on Delay/Disruption Tolerant Networks (DTNs) consider pair-wise node encountering that assumes nodes only meet in pairs. In many mobile wireless networks, a group of nodes, instead of only a pair of nodes, may meet each other. In this paper, we study how to effectively transmit a set of packets from a source to a destination in such group meeting scenarios. The optimization goal is to minimize the delay for the packets to reach the destination while limiting the energy consumption. We first assume that node encountering is known beforehand, and develop an algorithm to obtain the minimum delay. We then develop two practical network coding based schemes. Both schemes use a token technique to limit the total number of transmissions, and only incur signaling at the beginning of a group meeting. One scheme requires nodes in a group to exchange their encoding matrices with each other, while the other only requires exchanging rank information. Simulation results demonstrate that both schemes achieve delays close to the minimum delay for moderate number of tokens. They present different tradeoffs in the number of transmissions and the signaling overhead.

I. INTRODUCTION

Many mobile wireless networks are Delay/Disruption Tolerant Networks (DTNs) where there is no contemporaneous path from a source node to a destination node. Examples include wireless sensor networks for wildlife tracking [13], [7], underwater sensor networks [17], [19], networks for remote areas or for rural areas in developing countries [1], vehicular networks [4], [11] and Pocket-Switched Networks [10]. Due to lack of contemporaneous path, data packets in DTNs are transmitted in a “store-carry-forward” manner [22]: a node receiving a packet buffers and carries the packet as it moves, passing the packet on to new nodes that it encounters. The packet is eventually delivered to the destination when the destination meets a node carrying the packet.

In addition to lack of contemporaneous path, DTNs often have severe bandwidth limitation and power constraints. To address these challenges, a plethora of routing algorithms have been proposed for DTNs (e.g., [22], [7], [20], [21], [3]). Most studies assume pair-wise node encountering where nodes only meet in pairs. That is, when two nodes meet, no other nodes are in the neighborhood. While this assumption might be true for very sparse networks, in many DTNs, nodes can meet in groups where there can be more than two nodes and sometimes much more than two nodes. For instance, in wildlife tracking, a group of animals might meet together at a water hole; in underwater sensor networks, a group of nodes may be in the neighborhood of each other due to water currents; in Pocket-Switched Networks, a group of people may cluster at the same location, e.g., when attending a conference. In this paper, we study how to effectively transmit a set of packets from a source to a destination in group meeting scenarios. The main problem we address is how to schedule packet transmission among a group of nodes that meet each other and have only a limited transmission bandwidth, in order to minimize the end-to-end delivery delay of packets while limiting the total number of transmissions in the network.

Network coding [2] can facilitate distributed and localized routing strategies, where nodes make independent decisions relying on knowledge about the local neighborhood [6]. These strategies are particularly attractive for DTNs due to rapidly changing topology, intermittent connectivity and limited bandwidth in the network. Network coding has been used for DTNs with pair-wise node encountering patterns [26], [15], [28]. In this paper, we apply network coding in group meeting scenarios. Our main contributions are as follows.

- We propose an algorithm to calculate the minimum time to deliver a group of packets, given a prior knowledge of all future meetings. This provides a lower bound for us to quantify the effectiveness of heuristic schemes.
- We develop two network coding based heuristic schemes for group meetings: one scheme based on the coefficient matrices of the coded packets buffered at the nodes, the other simply based on the ranks of the coefficient matrices. Both schemes are distributed, localized, and easy to implement. Both schemes use a token based technique to limit the total number of transmissions.
- Simulation results demonstrate that the two heuristic schemes achieve delays close to the minimum latency for moderate number of tokens. The rank-based scheme requires slightly larger number of transmissions than the matrix-based scheme, while incurring much lower signaling and computation overhead. Therefore, the rank-based scheme may be a preferred choice especially for networks with limited bandwidth and computation capabilities.

The remainder of this paper is structured as follows. In Section II, we introduce the network model and performance metrics considered in this paper. Section III presents the algorithm that obtains the minimum time to deliver a group of packets. Section IV presents the two network coding based heuristic schemes. Section V describes performance evaluation. Section VI reviews related work. Finally, Section VII concludes this paper and presents future work.
<table>
<thead>
<tr>
<th>Notation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>number of nodes in the network</td>
</tr>
<tr>
<td>$\mathcal{V}$</td>
<td>the set of nodes</td>
</tr>
<tr>
<td>$\mathcal{L}$</td>
<td>DTN meeting trace</td>
</tr>
<tr>
<td>$K$</td>
<td>generation size</td>
</tr>
<tr>
<td>$b$</td>
<td>number of packets that can be exchanged during a meeting</td>
</tr>
<tr>
<td>$B(u)$</td>
<td>number of relay packets node $u$ can store</td>
</tr>
<tr>
<td>$\mathbb{F}_q$</td>
<td>finite field, $q = p^n$, $p$ is a prime, $n$ is a positive integer.</td>
</tr>
<tr>
<td>$D$</td>
<td>group delivery delay</td>
</tr>
<tr>
<td>$C$</td>
<td>number of tokens</td>
</tr>
</tbody>
</table>

**Table I. Table of notations**

**II. BACKGROUND**

In this section, we present the network model, traffic setting and performance metrics studied in this paper. Table II summarizes the key notations for easy reference.

**A. Network Model**

We consider a network consisting of a set of $N$ mobile nodes, denoted as $\mathcal{V}$, moving independently in a closed area. Each node is equipped with a wireless radio with a common transmission range so that when two or more nodes come within transmission range of each other (i.e., they meet), they can exchange packets. We refer to the list of meetings, sorted in temporal order, within a DTN during a certain time interval as a DTN meeting trace, denoted as $\mathcal{L} = \{t_1, t_2, t_3, \ldots\}$, where each meeting, $t_i$, is a tuple $(t_i, G_i, b_i)$ with $t_i$ denote the time of the meeting, $G_i \subseteq \mathcal{V}$ denote the set of nodes that come into contact with each other during this meeting, and $b_i$ denote the total number of packets that can be transmitted during the meeting. Due to the broadcast nature of wireless medium, we assume the packet transmitted by any node $u \in G_i$ will be received by all other nodes in $G_i$. During each meeting, transmission scheduling decides the allocation of bandwidth to the nodes in the group $G_i$, and the transmission order, in order to optimize performance.

As for the buffer constraint, we assume each node can store an unlimited number of packets originated by itself or destined for itself, but can only carry a limited number of packets for other nodes. We represent the buffer constraint as a function, $B : \mathcal{V} \rightarrow \mathbb{N}$ where $B(u)$ is the number of relay packets that node $u$ can carry.

**B. Traffic Setting and Performance Metrics**

We focus on unicast applications where each packet (generated by its source node) is destined to a single destination node. We suppose that each message generated by the application is segmented into a group of packets in order to take advantage of the short meetings. We denote the group of packets belonging to a message as $P_i$, $i = 1, 2, \ldots, K$, and the delivery delay of packet $P_i$ as $D_i$ for $i = 1, 2, \ldots, K$. The group delivery delay, $D$, is the time from the generation of the message, i.e., the group of packets, to the delivery of the entire group to the destination, and we have $D = \max_{1 \leq i \leq K} D_i$. In the following, we refer to group delivery delay simply as delivery delay. Another performance metric is the total number of transmissions in the network before the destination receives the message. We assume that once the destination receives the message, recovery mechanisms such as those in [7], [27] are used to remove the obsolete copies of the packets from the network to save resources. The third metric is the signaling overhead, i.e., the total amount of signaling data that a group of nodes use to exchange information so as to determine the transmission scheduling.

**III. MINIMUM DELIVERY DELAY**

In this section, we present an algorithm to calculate the minimum delivery delay under a meeting trace and buffer constraint.

We use the 4-tuple $(s, d, t_0, K)$ to denote a group of $K$ unicast packets generated by source node $s$ at time $t_0$, all of which are destined for the same destination $d$. For $(s, d, t_0, K)$ that can be delivered to the destination under the meeting trace $\mathcal{L}$ and buffer constraints $B(\cdot)$, there is a minimum delivery time by which all the $K$ packets can be delivered to the destination. This time is in general achievable only by a centralized oracle with knowledge of all future meetings. The minimum delivery time clearly lower bounds the delivery time achievable by any routing scheme, and therefore is an ideal benchmark to compare different routing schemes with.

We first consider the related problem of determining the maximum number of unicast packets (generated at $s$ at $t_0$ to be delivered to destination node $d$) that can be delivered under a given meeting trace $\mathcal{L}$ and buffer constraint $B(\cdot)$. Similar to related works [8], [28], we first build an event-driven graph $\mathcal{G}(\mathcal{L}, B(s, d, t_0, K))$ as follows, and then solve a maximum flow problem on $\mathcal{G}$. For ease of explanation, let $T = |\mathcal{L}|$, i.e., the number of meetings in the trace, and let $t_1, t_2, \ldots, t_T$ represent the times when meetings $t_1, t_2, \ldots, t_T$ occur.

1. For each node $u \in \mathcal{V}$, we introduce $T + 1$ nodes in $\mathcal{G}$, $u_0, u_1, \ldots, u_T$, to represent the snapshot of node $u$ at $t_0, t_1, t_2, \ldots, t_T$ respectively.
2. We connect each snapshot of a node $u_i$ to its next snapshot $u_{i+1}$ with an intra-node edge $(u_i, u_{i+1})$, and set its capacity as follows $c(u_i, u_{i+1}) = B(u_i)$, denoting that node $u$ can buffer packets until a later time instance.
3. For each meeting $t_i = (t_i, G_i, b_i)$ in $\mathcal{L}$, where nodes in set $G_i \subseteq \mathcal{V}$ come into contact with each other at time $t_i$, and up to $b_i$ packets can be exchanged in a broadcast fashion, we introduce inter-node edges to connect nodes in $G_i$, so that every node (at time $t_i$) is connected to every other node (at time $t_{i+1}$). For example, if $G_i = \{u, v, w\}$, we add the following edges into $\mathcal{G}$: $(u_i, t_i+1, u_{i+1})$, $(u_i, v_{i+1})$, $(v_i, u_{i+1})$, $(u_i, w_{i+1})$, $(w_i, u_{i+1})$, $(u_{i+1}, v_{i+1})$, $(u_{i+1}, w_{i+1})$, and assign capacity $b_i$ to each of them.
4. For source node $s \in \mathcal{V}$, we add a super source node $s$ to $\mathcal{G}$, and connect it to $s_0$ (source node at $t_0$) with an intra-node edge with capacity $K$, i.e., $c(s, s_0) = K$.
5. For destination $d \in \mathcal{V}$, we add a super sink node $d$ to $\mathcal{G}$, and connect each node $d_0, d_1, \ldots, d_T$ to $d$ with an intra-node edge of capacity $K$, i.e., $c(d_i, d) = K$, for $i = 0, 1, \ldots, T$.

1If nodes have unlimited buffer, we can set the capacity for all intra-node edges to $K$ (the total number of packets to be delivered from $s$ to $d$).
We use a network of 4 nodes in Fig. 1 to illustrate the construction of graph $G$. We assume that the nodes are moving in an area divided into $2 \times 2$ grids, and all nodes in the same grid can communicate with each other. The lower figure represents the topology of the network at three consecutive time slots. The upper figure shows the constructed event-driven graph, when the source is $s$ and the destination is node $d$. The intra-node edges are drawn in solid lines. The inter-node edges are drawn in dashed lines. 

Let $f(\cdot)$ denote a flow from node $s$ to node $d$ in graph $G$. The maximum number of packets (generated by node $s$ and destined for node $d$) that can be delivered under meeting trace $\mathcal{L}$ is the same as the maximum value of flow, $|f| = f(s,s_0)$ (Theorem 4 in [8]). We want to maximize the value of flow $|f|$, subject to constraints described below:

$$\text{maximize } |f| = f(s,s_0) = \Sigma_u f(u,d)$$

subject to:

1. $f(u_i, u_{i+1}) \leq c(u_i, u_{i+1})$, for each intra-node edge $(u_i, u_{i+1})$
2. $f(u_i, v_{i+1}) \leq c(u_i, v_{i+1})$, for each inter-node edge $(u_i, v_{i+1})$
3. $\Sigma_u f(u,v) = \Sigma_u f(v,u)$, for each node $u \neq s, u \neq d$
4. $\Sigma_{u \in G_i, v \neq u} f(u,v_{i+1}) \leq b_i$, for each meeting $L_i = (t_i, G_i, b_i)$ in $\mathcal{L}$

Constraints (1) and (2) are the capacity constraints for intra-node and inter-node edges respectively. Constraints (3) specify the flow conservation property for all nodes other than the source and destination of the flow, i.e., $s$ and $d$. Note that a flow of value $|f|$ in $G$ corresponds to a set of end-to-end paths for delivering $|f|$ packets from $s$ to $d$. As we are considering the minimum delay for a group of unicast packets, we only need to consider those end-to-end paths that deliver those packets first. Therefore, we do not need to take into consideration that when a node in a group transmits, all nodes in the group receive the packet. In other words, the flow conservation property stated in constraints (3) holds in our setting. Lastly, constraints (4) specify that for a group meeting $L_i = (t_i, G_i, b_i)$, the total flows from nodes in the group $G_i$ at time $t_i$ to other nodes in the group at time $t_{i+1}$ are bounded by $b_i$, the total bandwidth of the meeting. 

Again, we use the example in Fig. 1 to illustrate the correspondence between the maximum flow in the event-driven graph and a transmission schedule in the DTN. Suppose only one packet can be exchanged during each meeting (i.e., $b_i = 1, \forall i$). The maximum flow from the super source to super sink is 2, achieved by path $(source, a_0, a_1, a_2, a_3, sink)$ and path $(source, a_0, b_1, b_2, sink)$. The corresponding transmission schedule in DTN is: node $a$ transmits the first packet in time 0 (nodes $b, c$ receive the packet), node $b$ then transmits the packet to destination $d$ at time 1, and finally, node $a$ transmits the second packet to destination $d$ at time 2.

The above maximization problem is an integer linear programming problem, and can be solved using standard tools (e.g., CVX [18]). Since the constraints are integral, the solution is also integral.

The above formulation allows us to calculate the maximum number of packets that can be delivered under a given meeting trace $\mathcal{L}$, which we denoted as $MaxPacketDelivered(\mathcal{L})$. Now, in order to calculate the minimum delivery time to deliver a group of $K$ packets, we only need to find the shortest prefix of the meeting trace under which $K$ packets can be delivered. A simple way to do this is to start with a short prefix $\mathcal{L}_1$ of the meeting trace, If $MaxPacketDelivered(\mathcal{L}_1)$ is greater than or equal to $K$, we know the the minimum delivery time lies within the range $(0, t(\mathcal{L}_1))$ (here we use $t(\mathcal{L})$ to denote the time of the last meeting in the meeting trace $\mathcal{L}$). If $MaxPacketDelivered(\mathcal{L}_1)$ is smaller than $K$, we consider a longer prefix $\mathcal{L}_2$ of the meeting trace (e.g., by doubling the length of the prefix) to see whether $K$ packets can be delivered, and repeat this procedure until we find a prefix $\mathcal{L}_n$ under which $K$ packets can be delivered. In this case, we bound the minimum delivery time with range $(t(\mathcal{L}_{n-1}), t(\mathcal{L}_n))$. To find the minimum delivery delay, we then perform a binary search in the above range to find the shortest prefix under which $K$ packets can be delivered.

![Fig. 1. Illustration of the formulation to obtain the minimum delivery delay.](image)

### IV. NETWORK CODING BASED HEURISTIC SCHEMES

In this section, we present two network coding based heuristic schemes for group meeting scenarios. The reason for using network coding is motivated by its significant benefits for DTN routing for pair-wise scenarios [26], [15], [28]. Specifically, our proposed schemes use Random Linear Coding (RLC) [9], a special form of network coding. In the following, we first describe the basic idea of using RLC for DTN routing, and then present our schemes.

#### A. RLC based Routing Schemes

We assume that all packets have the same payload size equal to $S$ bits. When RLC is used in packet data networks, the payload of each packet can be viewed as a vector of $\eta = \lceil S/\log_2(q) \rceil$ symbols from a finite field [14], $F_q$ of size $q$. 

---

As $f(\cdot)$ is a non-negative mapping, capacity constraints on inter-node edges, i.e., constraints (2), are redundant as they are implied by constraints (4).
A collection of packets that may be linearly coded together by network nodes is called a generation. For example, the $K$ packets that make up an application message can constitute a generation. We denote by $\mathbf{m}_i \in \mathbb{F}_q^K$ the symbol vector corresponding to packet $P_i$. A linear combination of the $K$ packets is:

$$\mathbf{x} = \sum_{i=1}^{K} \alpha_i \mathbf{m}_i, \quad \alpha_i \in \mathbb{F}_q,$$

where addition and multiplication are over $\mathbb{F}_q$. The vector of coefficients, $\alpha = (\alpha_1, ..., \alpha_K)$ is called the encoding vector, and the resulting linear combination, $\mathbf{x}$, is called an encoded packet. We say that two or more encoded packets are linearly independent if their encoding vectors are linearly independent. Each original packet, $\mathbf{m}_i$, $i = 1, 2, ..., K$, can be viewed as a special combination with coefficients $\alpha_i = 1$, and $\alpha_j = 0$, $\forall j \neq i$.

Under RLC schemes, network nodes store and forward encoded packets, together with their encoding vectors. If the set of encoded packets carried by a node contains at most $\hat{r}$ linearly independent encoded packets $\mathbf{x}_1, ..., \mathbf{x}_r$, we say that the rank of the node is $\hat{r}$. We refer to the $r \times K$ matrix (denoted as $\mathbf{A}$) formed by the encoding vectors of $\mathbf{x}_1, ..., \mathbf{x}_r$ as the node’s encoding matrix. Essentially, the node stores $r$ independent linear equations with the $K$ original packets as the unknown variables, i.e., $\mathbf{A} \mathbf{m} = \mathbf{x}$, where $\mathbf{M} = (\mathbf{m}_1, \mathbf{m}_2, ..., \mathbf{m}_K)^T$ is a $K \times n$ matrix of the $K$ original packets, and $\mathbf{X} = (\mathbf{x}_1, \mathbf{x}_2, ..., \mathbf{x}_r)^T$ is an $r \times n$ matrix of the $r$ encoded packets. When a node (e.g., the destination) reaches a generation, it can decode the original $K$ packets through matrix inversion, solving $\mathbf{AM} = \mathbf{X}$ for $\mathbf{M} = \mathbf{A}^{-1} \mathbf{X}$ using standard Gaussian elimination algorithm.

We illustrate data forwarding under RLC schemes using the transmission from node $u$ to node $v$ as an example. Node $u$ generates a random linear combination ($\mathbf{x}_{\text{new}}$) of the combinations stored in its buffer $\mathbf{x}_1, ..., \mathbf{x}_r$: $\mathbf{x}_{\text{new}} = \sum_{j=1}^{r} \beta_j \mathbf{x}_j$, where the coefficients $\beta_1, ..., \beta_r$ are chosen uniformly at random from $\mathbb{F}_q$. Clearly, $\mathbf{x}_{\text{new}}$ is also a linear combination of the $K$ original packets. This new combination, along with the coefficients with respect to the original packets, is forwarded to node $v$. If among $\mathbf{x}_1, ..., \mathbf{x}_r$, there is at least one combination that cannot be linearly expressed by the combinations stored in node $v$, node $u$ has useful (i.e., innovative) information for node $v$, and $\mathbf{x}_{\text{new}}$ is useful to node $v$ (i.e., increases the rank of node $v$) with probability greater than or equal to $1 - 1/q$ (Lemma 2.1 in [5]). When $v$ receives $\mathbf{x}_{\text{new}}$, it stores $\mathbf{x}_{\text{new}}$ into its buffer if there is still space in its buffer; otherwise, one existing encoded packet in the buffer is replaced by its linear combination with $\mathbf{x}_{\text{new}}$.

**B. RLC based Routing Schemes for Group Meeting Scenarios**

When a group of $n \geq 2$ nodes meet and can only exchange $b$ packets, the key decision is transmission scheduling, i.e., allocating the bandwidth to the nodes in the group, and determining the transmission order. Intuitively, nodes that have innovative packets for other nodes in the group should transmit first and use more bandwidth. In addition, to limit the energy consumption in delivering a generation of packets, the total number of transmissions that is allowed in the network should be limited.

Several previous studies in DTNs proposed schemes to limit the total number of transmissions. The binary spray-and-wait [20], [15] scheme assumes pair-wise meetings, and hence cannot be directly applied to group meeting scenarios. In our heuristics, we adopt the token-based RLC technique in [28] to limit the total number of transmissions in the network. Specifically, at the beginning, the source has $C$ tokens; the rest of the nodes do not have any token. When a group of nodes meet, their tokens are aggregated together, used jointly and then distributed among the nodes at the end of the encountering. We will show that the total number of transmissions in the network is no more than $C + K$ with high probability.

Next, we present two transmission scheduling schemes for group meeting scenarios to be used with RLC based schemes as described in Section IV-A. In the matrix based scheme, nodes determine transmission scheduling based on their encoding matrices; in the rank based scheme, nodes determine transmission scheduling based on the ranks of their encoding matrices.

For ease of exposition, we assume that a group of $n$ nodes, denoted as $v_1, ..., v_n$, meet and can transmit up to $b$ packets during the group meeting. For each node $v_i$, we denote its encoding matrix as $\mathbf{A}_i$, its rank as $r_i$, and its number of tokens as $c_i$. We define the number of innovative packets that $v_i$ has relative to node $v_j$, denoted as $r_{ij}$, to be the rank of the matrix formed by $\mathbf{A}_i$ and $\mathbf{A}_j$ (i.e., the rank of $v_j$ when it gets all the coefficient combinations from $v_i$) subtracted by the rank of $v_j$.

1) **Matrix based Scheme:** In the matrix based scheme, when the group of nodes meet, each node in the group, $v_i$, broadcasts its encoding matrix, $\mathbf{A}_i$, and the number of tokens, $c_i$, to the rest of the nodes in the group. After receiving the encoding matrices from other nodes, each node $v_j$ calculates

(i) the rank of the encoding matrix of node $v_j$, denoted as $r_j$, $j = 1, ..., n, \hat{i}$, the number of innovative packets it has relative to node $v_j$, i.e., $r_{ij}$, $j = 1, ..., n, \hat{i}$, (ii) the total number of tokens for the group, $c = \sum_{i=1}^{n} c_i$.

When the bandwidth is $b$ and the total number of tokens in the group is $c$, there can be at most $\min(b, c)$ rounds of packet transmissions (in a round, one node generates and transmits a new packet which is a linear combination of the packets in its buffer as described in Section IV-A). Let $b_g$ and $c_g$ denote respectively the remaining bandwidth and the remaining number of group tokens. Initially $b_g = b$ and $c_g = c$. Each node maintains a copy of $r_{ij}, r_i, \hat{i}, j = 1, ..., n, b_g$ and $c_g$.

We first consider the scenario where the destination node is not in the group, i.e., $v_i \neq d, i = 1, ..., n$. In each round, node $v_i$ can transmit only when all the following four conditions hold: $b_g > 0$, $c_g > 0$, $v_i$ has at least one innovative packet for other nodes, i.e., $\sum r_{ij} > 0$, and $v_i$ has the largest rank among all the nodes that have at least one innovative packet for other nodes.

After node $v_i$’s transmission, each node reduces its copy of $b_g$ (the remaining bandwidth) and $c_g$ (remaining token) by one. In addition, each receiving node $v_j$ updates its copy of $r_{ij}$ to $\max(0, r_{ij} - 1)$, $j = 1, ..., n, \hat{i}$. In other words, we assume that the number of innovative packets that $v_i$ has relative to other nodes is reduced by one. We make this assumption since it happens with high probability (more specifically, the
probability is greater than or equal to $1 - 1/q$ (Lemma 2.1 in [5]). There is no verification on whether this is indeed the case, because the verification requires additional signaling overhead and hence additional energy consumption. Last, each node $v_j$ updates its copy of $r_j$ to $\min(K, r_j + 1)$, for $j = 1, \ldots, n$, and $j \neq i$, again because this happens with high probability.

The group of nodes repeat the above transmission until $b_g = 0$, or $c_g = 0$, or none of the nodes in the group has any innovative packet to send. When transmission ends, the remaining group tokens are distributed among the group of nodes proportional to the current ranks of the nodes.

For the case when the destination node is among the group of nodes that meet, we remove the restriction of the group tokens, and allow each non-destination node $v_i$ to transmit combinations as long as there is bandwidth and it has innovative packets relative to destination $d$, i.e., $r_{id} > 0$. Since the number of independent packets is $K$, the number of transmissions in this case is bounded by $K$ with high probability.

In summary, for the matrix based scheme, the total number of transmissions in the network is no more than $C + K$ with high probability since the total number of transmissions made to non-destination nodes is bounded by $C$, and the number of transmissions to destination is bounded by $K$ with high probability. The actual number of transmissions is smaller when a recovery scheme is used.

2) Rank based Scheme: The rank based scheme differs from the matrix based scheme in that a node broadcasts the rank of its encoding matrix, instead of the encoding matrix itself, at the beginning of each meeting. More specifically, when the group of nodes meets, each node $v_i$ broadcasts its rank, $r_i$, and the number of tokens, $c_i$, to all other nodes in the group. Each node $v_i$ stores and maintains a copy of $r_j$, $j = 1, \ldots, n$. In each transmission round, node $v_i$ can transmit only when all the following four conditions hold: $b_g > 0$, $c_g > 0$, $v_i$ has the highest rank, i.e., $r_i > 0$ and $r_i \geq r_j$ (when multiple nodes have the highest rank, we break the tie randomly), and there still exists at least a node with rank below $K$.

After $v_i$’s transmission, each node reduces its copies of $b_g$ and $c_g$ by one, and updates $r_j = \min(K, r_j + 1)$, for $j = 1, \ldots, n, j \neq i$. For similar reason as described for the matrix based scheme, the total number of transmissions in the network for the rank based scheme is no more than $C + K$ with high probability.

The rank based scheme incurs less signaling overhead than the matrix based scheme. Specifically, for the matrix based scheme, the signaling overhead for a group of $n$ nodes is $\sum_{i=1}^{n} \text{size}(A_i) \log_2 q + n \log_2 C$ bits. The first term is the signaling overhead for transmitting the encoding matrices, where $\text{size}(A_i)$ represents the number of elements in $A_i$, and each element has $\log_2 q$ bits. The second term is the signaling overhead for transmitting the number of tokens (since $C$ is the maximum number of tokens at a node). For the rank based scheme, the signaling overhead is $n \log_2 K + n \log_2 C$ since the signaling overhead for transmitting the ranks is $n \log_2 K$ (a rank is no more than $K$). In our simulation setting, since $K = 10$, $q = 2^8$, and $\sum_{i=1}^{n} \text{size}(A_i)$ can be significantly larger than $n$, the signaling overhead for each meeting under the rank based scheme can be much lower than that under the matrix based scheme. On the other hand, in the matrix based scheme, each node has an accurate estimate of the number of innovative packets that it has relative to other nodes, which may lead to better decisions, and hence shorter delivery delay and less transmissions. We compare the performance of these two schemes in Section V.

V. PERFORMANCE EVALUATION

We evaluate the performance of the matrix and rank based schemes using simulation. In the following, we first present the results in the basic setting with a relatively small number of nodes and sufficient buffer size. We then investigate the impact of node density and buffer size on the performance. At the end, we compare the performance of our group meeting based schemes with pairwise schemes, and present energy consumption.

A. Basic Setting

We simulate a grid network of $15 \times 15$ grids. There are 101 nodes in the network. Among them, 100 nodes are mobile, and one node is static. The mobile nodes are initially uniformly distributed in the network. They move in time slots. In each time slot, a node moves in one of the four directions, left, right, up or down, into the adjacent grid. If following the direction does not lead to a valid adjacent grid (i.e., if a node is in the top left grid, then moving left or up does not lead to a valid adjacent grid), then the node stays in the current grid. One of the mobile nodes is randomly chosen as the source. The source generates a generation of $K = 10$ packets and encodes them using RLC at the beginning of a simulation run. The single static node, located at the center of the network, acts as the destination.

We assume nodes in the same grid can transmit to each other. In addition, due to the broadcast nature of wireless transmission, when one node transmits, the rest of the nodes in the grid can receive the packet. We assume each node has sufficient amount of buffer space (specifically the buffer can hold 200 packets). For a group of nodes in the same grid, the transmission bandwidth $b$ is set to allow 1, 3, or 9 packet transmissions during an encountering. The number of tokens allowed to transmit a generation of packets, $C$, is set to 50, 100, 200, 300, 400, $\ldots$, 700. For each simulation setting, we use the algorithm in Section III to obtain the minimum delivery delay. For the matrix and rank based schemes, we obtain the delivery delay, the total number of transmissions that is needed before the destination recovers the original packets, and the total amount of signaling overhead. For each setting, we generate 30 meeting graphs using random seeds, and obtain the average results and the standard deviation.

We first present the results when the transmission bandwidth, $b = 1$. Fig. 2 plots the performance of the matrix and rank based schemes. Specifically, Fig. 2(a) plots the delivery delay versus the number of tokens; the minimum delivery delay is also plotted in the figure (which is independent of the number of tokens and hence is a horizontal line). We observe that the performance of the matrix and rank based schemes is similar. This is because, when $b = 1$, only a single node can transmit a single packet when a group of nodes meet; the node with the most innovative packets (in the matrix based
scheme) is likely to coincide with the node with the highest rank (in the rank based scheme). For both the matrix and rank based schemes, the delivery delay decreases when the number of tokens, \( C \), increases. This is expected since a larger number of tokens allows more transmissions in the network and more opportunities for nodes to exchange information. In addition, there is a diminishing gain in increasing the number of tokens: the decrease in delivery delay is significant at the beginning and then becomes less significant afterwards. For instance, under the matrix based scheme, the delivery delay for \( C = 400 \) is similar to that when \( C = 700 \), respectively 18.5% and 13.9% larger than the minimum latency.

Fig. 2(b) plots the number of transmissions when \( b = 1 \). The results for both the matrix and rank based schemes are plotted in the figure. These two schemes achieve similar performance for relatively small \( C \). For relatively large \( C \), the number of transmissions under the matrix based scheme is noticeably lower. This might be because under the matrix based scheme, a node knows accurately whether it has innovative packets for other nodes or not, and may not transmit packets even if there are tokens allowing it to transmit. For the rank based scheme, as long as there are tokens and available bandwidth, a node will transmit unless its rank is \( K \) and the ranks of all the other nodes are \( K \). Fig. 2(c) plots the signaling
overhead when \( b = 1 \). As explained in Section IV-B, the matrix based scheme leads to significantly higher overhead.

We next compare the total communication overhead, i.e., the sum of the overhead for transmitting data packets and the signaling overhead, of the two schemes. Assume each data packet is 1500 bytes (i.e., the Maximum Transfer Unit in a typical network). When \( C = 400 \), from Fig. 2(b), the average numbers of transmissions under the rank and matrix based schemes are 361.6 and 341.3 respectively, and hence the overhead for transmitting data packets under the rank based scheme is 1500 \( \times 8 \times (361.6 - 341.3) = 2.4 \times 10^5 \) bits more than that of the matrix based scheme. On the other hand, from Fig. 2(c), the signal overheads of the rank and matrix based schemes are \( 4.3 \times 10^3 \) bits and \( 5.4 \times 10^5 \) bits respectively, and hence the signaling overhead of the rank based scheme is \((5.4 - 0.43) \times 10^5 = 5.0 \times 10^5 \) bits lower than that of the matrix based scheme. Overall, the total communication overhead of the rank based scheme is \((5.0 - 2.4) \times 10^5 = 2.6 \times 10^5 \) bits lower than that of the matrix based scheme. On the other hand, the delivery delay under the rank based scheme is 2.8\% larger than that of the matrix based scheme (93.9 versus 91.3, see Fig. 2(a)).

We now present the results when the transmission bandwidth, \( b \), is larger. Fig. 3 plots the results when \( b = 3 \). We observe similar trends as those when \( b = 1 \). The delivery delay under these two schemes is still similar for the various values of \( C \), although the difference between the two schemes is more noticeable than that when \( b = 1 \). For the number of transmissions, the performance under these two schemes is similar for small \( C \), while for large \( C \), the difference is more significant than that when \( b = 1 \). For the signaling overhead, the rank based scheme is still significantly lower than that of the matrix based scheme. In general, we observe similar tradeoff as that when \( b = 1 \). For instance, when \( C = 300 \), the delivery delay under the rank based scheme is 6.8\% larger than that of the matrix based scheme (67.6 versus 63.3), while the total communication overhead (i.e., considering both data transmission and signaling; assuming each data packet is 1500 bytes) is 8.0 \( \times 10^3 \) bits lower.

Fig. 4 plots the results when \( b = 9 \). While the overall trends are similar to those when \( b = 1 \) and \( b = 3 \), the delivery delay under the matrix based scheme is significantly lower than that of the rank based scheme when \( C \) is below 400, indicating that when \( b \) is large, using encoding matrices to determine the transmission scheduling achieves more benefits than simply using rank information. In addition, Fig. 4(b) shows that the number of transmissions under the matrix based scheme increases much more slowly than that under the rank based scheme. As a result, the rank based scheme can lead to more total communication overhead than the matrix based scheme. For instance, when \( C = 300 \), again assuming each data packet is 1500 bytes, the overhead of data transmission under the rank based scheme is \( 6.3 \times 10^5 \) bits more than that of the matrix based scheme, outweighing its savings in signaling overhead (which is \( 2.7 \times 10^5 \) bits less than that of the matrix based scheme).

Summarizing the above, we observe that both the matrix and rank based schemes achieve delivery delay similar to the minimum delivery delay for moderate number of tokens (when \( C = 300 \) or 400). These two schemes present different tradeoffs in the delivery latency and communication overhead. In general, when \( b \) is small, the rank based scheme seems to be more preferable; while when \( b \) is very large, the matrix based scheme seems to be more preferable. Both schemes are easy to implement and only incur signaling at the beginning of the group encountering. For large \( b \), the number of transmissions under the rank based scheme can be reduced by adding feedback, i.e., after a node transmits a packet, the rest of the nodes provide feedback on whether their ranks are indeed increased. The additional feedback, however, adds more complexity to the scheme.

B. Impact of Node Density

We now investigate the impact of node density on the performance of our schemes. Fig. 5(a) plots the delivery delay of the matrix based scheme when the number of mobile nodes is varied from 100, 200 to 400. The minimum delivery delay under each node density is also plotted in the figure. We observe the delivery delay decreases when increasing node density. This is because the average number of nodes in a group increases with node density, and hence more nodes can receive a packet when it is being transmitted, accelerating packet dissemination in the network. For instance, when \( C = 400 \), the delivery delay reduces by 40.8\% when the number of nodes increases from 100 to 200; when the number of nodes further increases from 100 to 400, the delivery delay reduces by 59.1\%. On the other hand, there is a diminishing gain in increasing the number of nodes in reducing delivery delay. Fig. 5(b) and Fig. 5(c) plot the number of transmissions and the signaling overhead, respectively. As expected, both increase with the number of nodes in the network. Fig. 6 plots the results for the rank based scheme. We observe similar trends as those in the matrix based scheme.

C. Impact of Buffer Size

We now investigate the impact of buffer size on the performance of our schemes. Specifically, the buffer size is varied to the size of 2, 4, \ldots, or 10 packets. Fig. 7(a) plots the delivery delay of the matrix and rank based schemes, \( b = 1 \), \( C = 400 \). The minimum delivery delay under each buffer size is also plotted in the figure. We observe that the delivery delay decreases dramatically initially when increasing the buffer size, and the decrease is less dramatic afterwards.

Fig. 7(b) plots the number of transmissions. As expected, the number of transmission decreases when increasing the buffer size since more packets can be held in each node, leading to faster delivery to the destination. Fig. 7(c) plots the signaling overhead. For the rank based scheme, the signaling overhead decreases as the buffer size increases because less transmissions are needed for the destination to receive all the packets. For the matrix based scheme, while the number of transmissions is less under larger buffer sizes, the size of the encoding matrix also tends to be larger. Combining the two factors together, the signaling overhead under the matrix based scheme increases with the buffer size.

VI. RELATED WORK

Previous works have studied the application of network coding to broadcast and unicast applications in DTNs. For
Fig. 5. Impact of node density: performance of the matrix based scheme, $b = 1$.

Fig. 6. Impact of node density: performance of the rank based scheme, $b = 1$.

Fig. 7. Impact of buffer size: performance of the matrix and rank based schemes with 100 mobile nodes, $b = 1, C = 400$.

broadcast applications, Widmer et al. [24], [25] showed that a RLC routing scheme achieves higher packet delivery rates than the non-coding scheme with the same forwarding overhead. For unicast applications, Zhang et al. [26], [28] investigated the benefits of RLC through analysis and simulation, and proposed a token based scheme to limit the number of transmissions. Lin et al. proposed and analyzed a different replication control scheme [15], and proposed Ordinary Differential Equation (ODE) models for estimating delivery delay and number of transmissions for RLC schemes and non-coding schemes ([16]). The above studies assumed pair-wise contacts. In this paper, we also study RLC based schemes for unicast applications in DTNs. However, our work differs from the above works in that we consider group meeting scenarios, and focus on the resulting transmission scheduling problem under such scenarios.

Several studies [12], [23] are on the application of erasure coding to DTNs, where the source encodes a message into a large number of blocks, such that as long as a certain fraction or more of the coded blocks are received, the message can be decoded. For DTNs where there is prior knowledge about paths and their loss behavior, Jain et al. [12] studied how to allocate the coded blocks to the multiple lossy paths in
order to maximize the message delivery probability. To reduce the variance of delivery delay in DTNs with unpredictable mobility, Wang et al. [23] proposed to encode each message into a large number of coded blocks which are then transmitted to a large number of relays helping to deliver the coded blocks to the destination. Our study differs from them in that we focus on network coding, and specifically RLC.

VII. CONCLUSION AND FUTURE WORK

In this paper, we studied how to effectively transmit a set of packets from a source to a destination in a DTN with group-based meetings. We first assumed that node encountering is known beforehand, and developed a max-flow based algorithm to obtain the minimum latency. After that, we developed two practical network coding based schemes, i.e., the matrix and the rank based schemes. Both schemes use a token based technique to limit the total number of transmissions, and only incur signaling at the beginning of a group meeting. Simulation results demonstrate that both schemes achieve delays close to the minimum latency for moderate number of tokens. They present different tradeoffs in the number of transmissions and the signaling overhead.

As future work, we will pursue the following directions. First, we will explore how to determine the optimal number of tokens under these two network coding based schemes. Secondly, we will explore scenarios where there are data transmissions between multiple source and destination pairs (this study focuses on transmitting data from a single source to a single destination).
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